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Information extraction out of web pages, commonly known as screen scraping, is usually

performed through wrapper induction, a technique that is based on the internal structure

of HTML documents. As such, the main limitation of these kinds of techniques is that
a generated wrapper is only useful for the web page it was designed for. To overcome

this, in this paper it is proposed a system that generates first-order logic rules that can
be used to extract data from web pages. These rules are based on visual features such

as font size, elements positioning or types of contents. Thus, they do not depend on

a document’s internal structure, and are able to work on different sites. The system
has been validated on a set of different web pages, showing very high precision and good

recall, which validates the robustness and the generalization capabilities of the approach.

Keywords: Information extraction; first order logic; machine learning; semantic web.

1. Introduction

The vast amount of information available on the Web turns it into an important

knowledge source for many different domains. Semantic Web standards1 and the

Linked Data initiative2 propose the annotation of web resources with metadata,

which allows the processing of web resources by automated agents. Despite the

growth in adoption of standards of this kind, many web sites still do not provide

means to retrieve their contents according to a known, structured schema. For

example, out of 17 popular electronic newspapers surveyed,a none of them provide

semantic annotations of a Semantic Web standard.

Examples of applications that make use of web data can be travelling mashups,

which scan web pages for flights, hotels and trains, and provide the best trip plan

aThe surveyed papers were New York Times, Wall Street Journal, The Guardian, The Telegraph,

Spiegel, Bild, Frankfurter Allgemeine Zeitung, Le Monde, L’Équipe, ABC, El Mundo, El Páıs,
ADN, 20 Minutos, Público, Marca, and As.
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according to a user’s preferences. Those flight, hotel and train web sites that adopted

the Linked Data initiative would publish metadata that allows a simple extraction of

these sites’ data. However, in order to get data from other sites that do not publish

appropriate metadata, it would be neccesary to use Screen Scraping techniques to

get access to data that is published in an unstructured way.3,4

Traditional scraping approaches are based on some kind of Document Object

Model (DOM)b tree processing. Usually, techniques such as tree-to-tree edit dis-

tance5–7 and wrapper induction8,9 are used to, either manually10 or automatically,11

build wrappers that allow extracting data from web resources. The main limitation

of DOM tree processing is that these wrappers are specific to one web site, and there-

fore do not show generalization capabilities for extracting data from other visually

similar web sites. Wrappers also require being rebuilt, as part of a maintenance

process, when a web resource layout changes.12 Alternatively, other approaches

consider processing visual properties of DOM elements when rendered by a web

browser.13,14 The advantage of these kinds of approaches is its generalization across

different sites.

In this paper we describe a system that performs extraction of Linked Data out

of web resources and which shows high generalization capabilities and robustness.

Semantic information in a web resource is a graph that, following Semantic Web’s

standards, can be represented using the Resource Description Framework (RDF).15

Therefore, extracting RDF data implies building the associated graph out of the

information present in the web page. We propose using first-order logic rules to

extract RDF graphs. To build these rules, we have built an algorithm which follows a

specific-to-general basis. First, the information to be extracted is manually identified

in web pages and with these samples a set of overfitting rules are built. Then,

the algorithm combines and generalizes rules progressively. This supervised first-

order logic classifier makes use of web elements’ visual properties. Therefore, the

knowledge acquired by the classifier generalizes across web sites and is robust to

layout changes on them.

The paper is organized as follows. Section 2 describes the problem of extracting

Linked Data out of web resources. In section 3, our approach based on visual features

and first-order logic rules is proposed. Section 4 describes the evaluation process that

was used to validate the approach. Related works are summarized in section 5 and,

finally, some conclusions and future works are gathered in section 6.

2. Problem Statement

The Web is a hypermedia system that follows the Representational Stateless

Transfer (REST) architectural style.16 When a client accesses a web resource on

a server, the server returns a representation of the resource. Usually, these rep-

resentations are formatted in HyperText Markup Language (HTML), a language

bhttp://www.w3.org/TR/DOM-Level-2-Core/
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that allows defining the structure of a document for its rendering on a web browser.

HTML documents are structured as a DOM tree, which defines the logical structure

of the HTML document (see Fig. 1) that will be used for rendering the representa-

tion on a web browser. In order to have information about the resource’s content

and not about its rendering structure, Linked Data proposes using resources’ repre-

sentations that include metadata, by enhancing HTML with semantic annotations

or by providing RDF representations, such as in Fig. 1. Such figure shows the

RDF representation of a piece of news by using Semantically-Interlinked Online

Communities Project (SIOC) ontology17 and Dublin Core (DC) schema,18 ontolo-

gies chosen due to their high adoption and popularity among the Semantic Web

community.

head

html

body

div divtitle

h1 ptext

text text

HTML

<html>
  <head>
  <title>Newspaper</title>
  </head>
  <body>
  <div class="header">
    <h1>
      Microsoft acquires Skype       
    </h1>
    by <a href=
    "http://johntheblogger.com">     
      John the blogger</a>
  </div>
  <div class="description">
    <p>After weeks of negotiation,
Microsoft has finally reached an
agreement for buying Skype.</p>
  </div>
  </body>
</html>

<sioc:Post>
  <dc:title>
    Microsoft acquires Skype
  </dc:title>
  <dc:creator
    rdf:about=
    "http://johntheblogger.com">
    <rdfs:label>
      John the Blogger
    </rdfs:label>
  </dc:creator>
  <dc:description>After weeks
of negotiation, Microsoft has
finally reached an agreement for 
buying Skype.</dc:description>
</sioc:Post>

http://johntheblogger.com

After weeks of negotiati...

Microsoft acquires Skype

sioc:Post

a

text

text

dc:title

dc:description

dc:creator

rdf:type

Fig. 1. HTML vs RDF documents.

Whenever a resource provides unannotated HTML, a technique that processes

the DOM tree in some way needs to be used to identify the structure of the data

present in the HTML document and build the associated RDF graph. This process

is known as Screen Scraping, and it implies solving the following problems:

• Identifying what pieces of information are relevant in a web resource. Usually, in

a web resource there are DOM fragments that do not provide information, such

as advertisements, headers, footers, or decorative elements, while other fragments

such as posts or comments have valuable information.

• Identifying what relations are stated in a web fragment. For instance, a heading

in a piece of news might represent the news title.

The conceptual model behind the process of building an RDF graph out of an

HTML page is shown in Fig. 2 and serves as a basis for addressing the problem

of web resource screen scraping. It shows the elements involved in the process of

Screen Scraping in order to familiarize the reader with the process. The figure shows

the relations among these elements and how a scraper requires different pieces of

information to complete the process of converting a web page into a set of RDF
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Fig. 2. Scraping conceptual model.

resources. As shown, the main elements involved in the problem of Screen Scraping

are:

Web page. The HTML representation that is returned by a web browser when

attempting to retrieve a web resource. Web pages are designed to be used by human

users through a web browser.

Fragment. Any web fragment inside a web page, or a web page itself. A web page

fragment usually shows information about one or more concepts, such as a blog

post, a flight, a web result, etc.

Selector. Any mean to identify a fragment inside a document. Usually, web scrapers

use regular expressions or Content Style Sheets (CSS) or XPath selectors to achieve

these tasks.

DOM element. Each of the elements in the DOM tree of an HTML document.

They represent the hierarchical structure of the document, and can be referenced

through the usage of DOM selectors.

Presentation. The output of a web browser when rendering a web fragment, which

consists of a set of properties such as typeface, color or dimensions. This output is

used by users to interpret the contents of a web page, and can be used by visual

selectors as well to identify web fragments according to their visual properties.

Mapping. The mapping that exists between a fragment inside an HTML document

and the RDF resource it represents. A mapping might consist of stating a predicate

1250032-4
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about a resource or that a resource has a particular Uniform Resource Identifier

(URI).

Scraper. An automated process that is able to interpret mappings to produce RDF

data. An RDF document that defines the extraction mappings on web fragments

can be used by the appropriate scraper to extract the data from a web resource in

RDF format.

Several challenges are involved behind the problem of Screen Scraping. The main

difficulties are listed next:

• Identification of data to extract. First, the desired data to be extracted needs

to be defined. Either tools for manual annotation or automated approaches that

compare similar pages or analyse documents’ structure are used for this task.

• Definition of selectors. After the data to extract have been identified, appropri-

ate selectors need to be constructed. Either regular expressions, wrappers, CSS,

XPath, or visual selectors can be used. The type and quality of the defined selector

will affect its applicability to other sites.

• Changes in web pages. Whenever a web page’s layout changes, the defined selec-

tors can be not valid anymore. The consequences are usually badly extracted data

or no extracted data at all. Quality checks and better selectors help to prevent

this from happening.

• Dynamic, JavaScript-intensive web pages. Some web sites change the layout after

page load or after interaction with the user. A solution consists of executing

JavaScript and reproducing the interactions with mocked-up users to access those

data, although overcoming this problem is out of the scope of this paper.

Scraping mappings contain the selectors that identify data and their general-

ization capabalities. Therefore, when employing mappings to tackle the problem of

Screen Scraping, the main problem is defining quality mappings that allow a scraper

to extract the data from a web resource. Then, we identify two desireable aspects

on the definition of a mapping, which are obtaining robustness and generalization:

• A robust mapping is one that extracts the same data even with changes in the

DOM tree of the web resource. If a mapping is not robust, it might stop working

once the layout of a web site is changed by its web administrator on a redesign

stage.12

• A mapping that generalizes is one that is valid for all the web resources that

contain the same kind of data. If a mapping is only valid for the web resource (or

resources) that it was defined for, it does not generalize across different resources.

The main limitation of wrapper induction is that wrappers are only valid for the

web pages they were designed for Ref. 8.

Therefore, the problem that is addressed in this paper is building robust and

generalizable extraction mappings that allow scraping web resources. Metrics to

measure robustness and generalization will be given in section 4.1.

1250032-5



1st Reading
December 12, 2012 11:29 WSPC/INSTRUCTION FILE

S0218213012500327

J. I. Fernández-Villamor, C. Á. Iglesias & M. Garijo

Fig. 3. Conversion of a DOM tree into an RDF graph.

3. First-Order Logic Rules for Data Extraction

In this section, we describe an approach to automatically create mappings for ex-

tracting RDF data from HTML documents while attempting to solve the issues

described above. The approach uses visual features of the elements displayed in a

web browser in a way as shown in Fig. 3, which compares the approach of using

wrappers against visual selectors. The figure shows two Spanish news sites (Abc and

El Páıs), which have different layouts but similar looks. When using the techniques

behind wrapper induction, it is required to define a new wrapper for each differ-

ent web site, as they are based on the DOM tree structure of a web site, which is

rarely shared among different web sites. Using techniques that are based on visual

features allows mappings to generalize accross different web resources, as these web

resources share similar looks.

The Scraping Ontologyc is an RDF schema that allows defining mappings be-

tween HTML elements and the RDF data the mappings represent,19 and is used in

this paper to represent the RDF mappings. This ontology contains the terms that

were defined in the conceptual model.

The mappings defined in this ontology are sequences of fragments with the

RDF data that they represent. An example of the mappings that are considered by

chttp://lab.gsi.dit.upm.es/scraping.rdf
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the algorithm is shown next:

<?xml version="1.0" encoding="utf-8"?>
<rdf:RDF

xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:sc="http://lab.gsi.dit.upm.es/scraping.rdf#"
xmlns:sioc="http://rdfs.org/sioc/ns#">

<sc:Fragment>
<sc:type rdf:resource="http://rdfs.org/sioc/ns#Post"/>
<sc:selector>

<sc:VisualSelector>
<sc:max_height>139</sc:max_height>
<sc:max_relative_x>508</sc:max_relative_x>
<sc:max_relative_y>1084</sc:max_relative_y>
...

</sc:VisualSelector>
</sc:selector>
<sc:subfragment>

<sc:Fragment>
<sc:max_cardinality>1</sc:max_cardinality>
<sc:min_cardinality>1</sc:min_cardinality>
<sc:type

rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Literal"/>
<sc:relation

rdf:resource="http://purl.org/dc/elements/1.1/title"/>
<sc:selector>

<sc:VisualSelector>
<sc:font_family>serif</sc:font_family>
<sc:max_font_size>24</sc:max_font_size>
...

</sc:VisualSelector>
</sc:selector>

</sc:Fragment>
</sc:subfragment>
...

</sc:Fragment>
</rdf:RDF>

As it can be seen, not only is the output of extraction mappings expressed in

RDF, but also the mappings themselves, as a result of using the Scraping Ontology.

In the previous RDF document, a fragment that represents a news post (according

to SIOC ontology) is defined. The fragment is selected out of a web resource thanks

to a visual selector, for which some visual conditions are defined. Additionally, this

news post has other subfragment, which is also selected thanks to another visual

selector. This subfragment is related to the parent through a title relation (according

to DC schema).

These mappings can be represented as rules that are applied to web resources.

If the rule succeeds, data is extracted from the web page. Two examples of rules

are the following ones:

width(x) > 200 ∧ width(x) < 300 ∧ font size(x) < 14

⇒ rdf :type(x, sioc:Post)
(1)

width(x) > 200 ∧ width(x) < 300 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 16 ∧ font weight(y) > 400

⇒ rdf :type(x, sioc:Post) ∧ dc:title(x, y)

(2)

1250032-7



1st Reading
December 12, 2012 11:29 WSPC/INSTRUCTION FILE

S0218213012500327

J. I. Fernández-Villamor, C. Á. Iglesias & M. Garijo

Equation (1) shows a rule which states that an HTML fragment x represents a

blog post if some font and size conditions are evaluated as true. The rule shown in

Eq. (2) is a more complex one, and makes a statement about a post by considering

it also has a subfragment that represents a title. If the conditions are evaluated as

true, then RDF triples (i.e. data structures that consist of a subject, a predicate and

an object) are built and thus a post with a title is generated as output. The rules

make use of the already mentioned SIOC and DC ontologies to model the extracted

data.

As seen, rules have a left-hand side with conditions about the visual features of

HTML fragments (e.g., width(x) > 200 or font size(x) < 14), as well as structural

conditions about how these HTML fragments are organized in the DOM tree (e.g.,

parent(x, y)). The right-hand side contains RDF statements about the HTML frag-

ments involved in the left-hand side. More formally, the rules have the following

structure:∧
i

ci(xi ∈ X ) ∧
∧
i,j

parent(xi ∈ X , xj ∈ X )⇒
∧
i

Ti(x1, ..., xN ) (3)

where:

• X = {x1, x2, . . . , xN} is the set of HTML fragments involved in the rule.

• ci(xj) is a condition on attributes of the HTML fragment xj (e.g. width(x3) <

300).

• parent(xi, xj) is a binary predicate that states that xi has to be a parent of xj
in the DOM tree (i.e. HTML fragment xj is contained in fragment xi).

• Ti(x1, . . . , xN ) is an statement about the RDF resource represented by xi ∈ X
which can involve one or more of the variables xi that are used in the left-hand

side (e.g. rdf :type(x2, sioc:Post) or dc:title(x2, x3)).

3.1. Training attributes and classes

As said before, robustness and generalization are aspects that are desireable to have

in extraction mappings. An RDF mapping can be defined using different selectors.

Selectors such as CSS or XPath might result in extraction mappings that can only

be applied on a reduced set of web resources. The usage of visual selectors allows ex-

traction mappings to work on different web sites. The algorithm makes use of several

visual features of the DOM tree elements present in a web resource, as listed next:

• Continuous attributes:

– Positioning (X and Y).

– Width and height.

– Font size and weight.

• Discrete attributes:

– Font family: sans, sans-serif or monospace.

– HTML tag: link, image or other.

1250032-8
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The values of these attributes are captured by using a web browser, which ren-

ders web pages according to CSSs and other files, such as images.

The classes of the samples can be any RDF triple. As have been shown previously,

the rule examples used RDF properties such as rdf :type, sioc:Post or dc:title, but

any other kind of RDF triple could be employed.

3.2. Induction algorithm

The algorithm builds a rule set in a specific to general basis, by using overfitting rules

that are combined into more general ones. This decision is taken in order to reduce

the search space; in top-down induction of logical rules20 all the possible combination

of conditions need to be explored, while in rule combination approaches, such as

ours, the search space is reduced to the possible combinations among similar rules.21

The algorithm requires a supervised dataset as input. There are many techniques

that could be used to obtain such supervised database by performing an extraction

from a set of web resources. It can be done by using a manually defined wrapper, so

the typical techniques for wrapper induction can be used for this purpose. Once this

is done, a training dataset is obtained and used as input for the induction algorithm.

Then, overfitting rules are built out of the results of the supervised extraction.

An example of the overfitting rules is given with after the following training sample,

classified as a sioc:Post:

width(x) = 100

height(x) = 200

font size(x) = 12

font type(x) = sans

rdf :type(x, sioc:Post)

(4)

As it can bee observed, the sample represents an HTML fragment x which has

some visual properties about size and font. This HTML fragment x is converted

into the following overfitting rule:

width(x) ≥ 100 ∧ width(x) ≤ 100 ∧
height(x) ≥ 200 ∧ height(x) ≤ 200 ∧

font size(x) ≥ 12 ∧ font size(x) ≤ 12 ∧
font type(x) = sans

⇒ rdf :type(x, sioc:Post)

(5)

Afterwards, the set of overfitting rules is iteratively reduced by grouping similar

rules into more general ones, and by simplifying rules by generalizing conditions. A

rule r∗ is considered more general than rule r according to the following definition:

more general(r∗, r) ⇐⇒ lhs(r)(x1, . . . , xn)⇒ lhs(r∗)(x1, . . . , xn)) (6)

We use rhs(r) to denote the right-hand side of a rule r and lhs(r) for the left-hand

side.

1250032-9
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Algorithm 1 Rule generalization algorithm

1: procedure generalize(R,D)

2: T ← ∅
3: R∗ ← R
4: repeat

5: if score(R∗,D) ≥ score(R,D) then

6: R ← R∗
7: end if

8: R∗ ← R
9: for (r1, r2) ∈ R×R do

10: if RHS(r1) = RHS(r2) ∧ ¬((r1, r2) ∈ T ) then

11: T ← (r1, r2)

12: P ← {θi ∈ LHS(r1), θi(x, y) = parent(x, y)}
13: lhs∗ ←

∧
θi∈P θi

14: for (c1, c2) ∈ LHS(r1)× LHS(r2) do

15: if (c1 = (a(x) > th1)) ∧ (c2 = (a(x) > th2)) then

16: lhs∗ ← (lhs∗ ∧ (a(x) > min(th1, th2)))

17: else if (c1 = (a(x) < th1)) ∧ (c2 = (a(x) < th2)) then

18: lhs∗ ← (lhs∗ ∧ (a(x) < max(th1, th2)))

19: else if (c1 = (a(x) = v)) ∧ (c2 = (a(x) = v)) then

20: lhs∗ ← (lhs∗ ∧ (a(x) = v))

21: end if

22: end for

23: r∗ ← (lhs∗ ⇒ rhs(r1))

24: R∗ ← R \ {r1, r2} ∪ {r∗}
25: break for

26: end if

27: end for

28: until R∗ = R
29: return R
30: end procedure

The process of generalization is shown in Algorithm 1, which accepts a ruleset R
and a set of HTML documents D on which perform the extractions. A generalization

operation is considered valid if the resulting ruleset produces a score as high as or

higher than with the previous ruleset. Regarding the score function, we have used

F-score, which will be defined in section 4.1, although other score function could be

employed. The algorithm finishes when no more generalization operations can be

performed, returning a new ruleset.

This approach is similar to other machine learning techniques that perform rule

pruning to reduce overfitting.22 Our system thus requires a building subset out of

the training dataset during the training phase. This building dataset is the one that

1250032-10
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is used to build the set of overfitting rules. Then, the whole training dataset is used

by the Algorithm 1 to generalize the obtained rules.

As said, Algorithm 1 progressively merges rules into new, more general ones.

Lines 10–26 attempt to group two rules into a new one whenever two rules share

the same structure. The requirement for this operation is that the two rules share

the same right-hand side. Otherwise, the rules are not grouped and no new rule

is built. We use RHS(r) to denote the set of terms that appear on rhs(r), and

similarly LHS(r) for the left-hand side. If two rules r1 and r2 are to be grouped,

lines 14–22 state that for each of the terms c1, from left-hand side of rule r1, and

c2, from left-hand side of rule r2, are combined into a more general one so that

c1(x) ∨ c2(x)⇒ c∗(x). This allows to produce a new rule r∗ which is more general

than the original rules r1 and r2. I.e., after combining r1 and r2, the following

condition meets:

lhs(r1)(x1, . . . , xn) ∨ lhs(r2)(x1, . . . , xn)⇒ lhs(r∗)(x1, . . . , xn) (7)

It can be proved that Eq. (7) implies more general(r∗, r1) and

more general(r∗, r2).

An example of combining two rules is shown using the next ruleset:

r1 = (width(x) > 100 ∧ width(x) < 300 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 16

⇒ rdf :type(x, sioc:Post) ∧ dc:title(x, y))

r2 = (width(x) > 100 ∧ width(x) < 400 ∧ font size(x) < 14

⇒ rdf :type(x, sioc:Post))

r3 = (width(x) > 250 ∧ width(x) < 400 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 14 ∧ font weight(y) > 500

⇒ rdf :type(x, sioc:Post) ∧ dc:title(x, y))

(8)

Only rules r1 and r3 can be combined because of sharing their right-hand sides.

After combining term by term according to lines 14–22, the resulting rule r∗ is:

r∗ = (width(x) > 100 ∧ width(x) < 400 ∧ font size(x) < 14 ∧

parent(x, y) ∧ font size(y) > 14

⇒ rdf :type(x, sioc:Post) ∧ dc:title(x, y))

(9)

The new rule is more general than the previous ones, as the condition from Eq. (7)

is satisfied:

(width(x) > 100 ∧ width(x) < 300 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 16)∨

(width(x) > 250 ∧ width(x) < 400 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 14 ∧ font weight(y) > 500)

⇒ (width(x) > 100 ∧ width(x) < 400 ∧ font size(x) < 14 ∧
parent(x, y) ∧ font size(y) > 14)

(10)
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Afterwards, the algorithm checks the new score with the resulting ruleset. If the

score is as high as the previous one, the new ruleset is kept, otherwise the ruleset

is rolled back. In all cases, a different pair of rules is tried in the next iteration (in

order to achieve this, the already tried rule combinations are stored in set T ). The

algorithm finishes when no more rules can be combined.

3.3. Wrapper conversion

When a scraper processes a visual mapping, it will obtain a set of RDF resources

which are mapped to the fragments in a particular web resource. In our system,

we will use this intermediate output to induct a wrapper with traditional wrapper

induction techniques. This has the advantages explained next.

First, it improves the results of the visual patterns. Wrapper induction tech-

niques require only a few correctly supervised samples to induct a wrapper.23 When

inducting a wrapper, all extracted data in a list can be extracted even if not all the

samples are marked for extraction during the supervision process. This lets increase

the recall of the visual patterns, as long as all news with a similar DOM tree will

be selected whenever the visual extractor produces an acceptable amount of data

as output.

Finally, wrappers are more lightweight, as they do not require visual features

to be computed. The visual attributes enumerated above require a web browser to

render the web resource and load Content Style Sheets and images. By converting

the visual patterns into a wrapper, a web browser is not necessary anymore for

using the mapping.

4. Evaluation

The algorithm has been implemented as part of Scrappy,d an Open Source Semantic

scraper that uses the Scraping Ontology for its mappings.

The system has been evaluated on a set of web pages. It has been trained to

extract news posts with title, description and image by using Friend of a Friend

(FOAF),24 DC and SIOC ontologies, chosen because of their high adoption and

popularity. An example of extracted piece of news in RDF is the following:

<?xml version="1.0" encoding="utf-8"?>
<rdf:RDF

xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:foaf="http://xmlns.com/foaf/spec/"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:sioc="http://rdfs.org/sioc/ns#">
<sioc:Post

rdf:about="http://abc.es/20110629/internacional/abci-bolivia-coca-201106291637.html">
<dc:description>La Convencion de Viena considera la hoja de coca un estupefaciente,

pero su masticado es una practica ancestral de los indigenas del pais sudamericano
</dc:description>
<dc:title>Bolivia denunciara la convencion de la ONU que prohibe el masticado de coca
</dc:title>

dhttp://github.com/josei/scrappy
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<foaf:depiction
rdf:resource="http://www.abc.es/Media/201106/29/10557169--229x229.jpg"/>

</sioc:Post>
</rdf:RDF/>

In the evaluation, a set of experiments are run to check the performance of the

solution. Section 4.1 details the metrics that will be obtained out of each experiment.

Section 4.2 explains what training and testing datasets have been used, and, finally,

in section 4.3 the results are presented and discussed.

4.1. Evaluation metrics

In order to evaluate our system, a set of metrics will be calculated out of each test.

Typically, recall and precision are the most common metrics used in information

extraction, and they will be used in our evaluation along with F-score, a combined

metric of precision and recall. These metrics are defined next.

Given a single extraction of a set of data out of a web resource, let n+ be the

number of triples that were extracted right, let n be the number of triples that were

extracted, and let N be the number of triples that should have been extracted. With

these variables, we get the following formulae for precision and recall :

precision =
n+

n
(11)

recall =
n+

N
(12)

Precision and recall are separate metrics that provide an idea of the performance

of an information extraction or retrieval test. Precision indicates the ratio of results

that are correct, while recall indicates the ratio of correct results that are extracted.

In order to have a global indicator that combines both metrics, F-score metric

is defined. We define F-score as the harmonic mean of precision and recall, which

lets us write:

F = 2 · precision · recall
precision + recall

(13)

As of section 2, it is desirable to measure the robustness and generalization of

the system. To do so, we will split the testing data into a robustness test data and a

generalization test data, so robustness and generalization can be defined as follows.

We define robustness as the mean of F-scores on a set SR of DOM-altered web

resources ri:

robustness =

∑
ri∈SR

F (ri)

|SR|
(14)

A DOM-altered web resource is a web resource taken from the training dataset

which has been subject to changes in its DOM tree. This makes traditional wrapper-
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based approaches to fail, as they base the extraction on a particular structure of the

DOM tree. Examples of variations performed in the DOM tree can be renaming CSS

classes, removing parent nodes, or relabelling HTML nodes. These variations affect

only the internal structure of the document, while the visual aspect experiences less

changes.

We also define generalization as the mean of F-scores on a testing set ST of web

resources ri which belong to web sites that were not used at training time.

generalization =

∑
ri∈ST

F (ri)

|ST |
(15)

Because these resources have completely different DOM trees from the resources

used in the training phase, wrapper-based techniques cannot be applied, as they

would require a new wrapper to be constructed. Our approach is based on visual

features, so it will be able to extract data, as for usability reasons web sites often

share similar visual aspects.

4.2. Evaluation datasets

The datasets used for the evaluation are home pages of three Spanish newspapers:

Abc,e El Páısf and El Mundo.g These web sites have some visual aspects in common

and therefore comprise a suitable dataset for our evaluation.

We manually built wrappers to obtain the supervised data of these web sites.

Sample home pages from different days for each newspaper were selected and a

set of RDF triples were extracted out of them. Table 1 summarizes the data in

the training dataset, while Table 2 shows some samples with their attributes and

classes. Table 3 summarizes the testing datasets.

Abc and El Páıs home pages are used as training datasets, while El Mundo is

used as testing dataset for the generalization test. Regarding the robustness test,

El Páıs newspaper performed a layout redesign on 23rd May, 2011, as of Spanish

elections held the day before, in order to better present the elections’ results. This

Table 1. Training dataset.

elpais.es abc.es

sioc:Post 326 122
dc:title 343 126

dc:description 343 123
foaf:depiction 175 56

Total triples 1193 427

ehttp://www.abc.es
fhttp://www.elpais.es
ghttp://www.elmundo.es
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Table 2. Training samples.

X Y Width Height Font Size Font Type ... Triple

x1 118 5552 310 243 N/A N/A ... rdf :type(x1, sioc:Post)
x2 119 5558 310 26 18 serif ... dc:title(x1, x2)

x3 118 5736 310 28 16 sans-serif ... dc:description(x1, x3)

x4 787 332 300 703 N/A N/A ... rdf :type(x4, sioc:Post)

x5 787 507 284 53 22 sans-serif ... dc:title(x4, x5)
x6 787 569 300 34 12 sans-serif ... dc:description(x4, x6)

x7 114 1247 390 301 N/A N/A ... rdf :type(x7, sioc:Post)

x8 114 1474 299 26 22 sans-serif ... dc:title(x7, x8)
x9 114 1509 390 34 12 sans-serif ... dc:description(x7, x9)

x10 114 1258 390 194 N/A N/A ... foaf :depiction(x7, x10)

Table 3. Testing datasets.

Robustness Test Generalization Test

elpais.es elmundo.es

sioc:Post 79 529

dc:title 79 546
dc:description 79 545

foaf:depiction 39 223

Total triples 276 1843

affected the performance of our manually constructed wrapper, and therefore makes

it an interesting testing sample for the robustness test.

4.3. Results and discussion

Table 4 shows the results of the generalization test. As the testing samples belong

to a news site, they share some visual aspects with the training data, so the system

managed to extract most pieces of news right. Regarding precision, the system failed

to extract properly some pieces of news that are shown in Fig. 4. According to the

learned patterns, the top text in a piece of news should represent the title and the

lowest one the news description, although in this case the top text is just a news

category. Also, the system could not extract some pieces of news in the middle

column, as their size is smaller than the pieces of news that were used to learn the

patterns, which affected the results of the recall metric.

In the case of the technique of wrapper induction, it requires a new wrapper to

be constructed for each new site. Therefore, generalization results do not include

wrapper induction as long as it does not have generalization capabilities.

Table 5 shows the results of robustness test. The system shows top precision and

very high recall. The high precision is achieved because all the news that appear in

the web site have a similar one whose pattern was already learned in the training
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Table 4. Evaluation of generalization.

Wrapper Rules

Triples – 1843
Extracted triples – 1423

Correct triples – 1325

sioc:Post precision – 98.07%

sioc:Post recall – 76.94%
sioc:Post F-score – 86.23%

dc:title precision – 98.13%

dc:title recall – 76.74%
dc:title F-score – 86.13%

dc:description precision – 83.60%

dc:description recall – 76.70%

dc:description F-score – 80.00%

foaf:depiction precision – 100.00%
foaf:depiction recall – 36.32%

foaf:depiction F-score – 53.29%

General precision – 93.11%

General recall – 71.89%
General F-score – 81.14%

Fig. 4. Extraction errors on a new web site.

1250032-16



1st Reading
December 12, 2012 11:29 WSPC/INSTRUCTION FILE

S0218213012500327

First-Order Logic Rule Induction

Table 5. Evaluation of robustness.

Wrapper Rules

Triples 276 276

Extracted triples 196 238
Correct triples 196 238

sioc:Post precision 100.00% 100.00%

sioc:Post recall 68.35% 86.08%
sioc:Post F-score 81.20% 92.52%

dc:title precision 100% 100.00%

dc:title recall 67.50% 86.25%

dc:title F-score 80.60% 92.62%

dc:description precision 100.00% 100.00%
dc:description recall 67.50% 86.25%

dc:description F-score 80.60% 92.62%

foaf:depiction precision 100.00% 100.00%

foaf:depiction recall 91.89% 86.49%
foaf:depiction F-score 95.77% 92.75%

General precision 100.00% 100.00%

General recall 71.01% 86.23%

General F-score 83.05% 92.61%

phase. Regarding recall, the system managed to extract news that were published

under a new layout, while the manually built wrapper failed to achieve so.

The tests prove the robustness of our system, which makes it a suitable tool

for automatic maintenance of wrappers. Additionally, the system shows good

generalization capabilities, which turns it into a useful tool for the automatic, un-

supervised generation of wrappers in unforeseen web sites. The evaluation has been

performed on a specific domain. In a different domain, it is expected that the rules

would extract those HTML fragments that resemble pieces of news according to

the evaluation performed. Mismatches would only happen in those cases where

fragments visually appear to be pieces of news but which are not because of their

contents.

5. Related work

Plenty of approaches have already dealt with the problem of extracting information

out of web sites which do not publish metadata that describe them.4,3

As said, some systems provide tools that allow the manual annotation of web

resources and induct wrappers for information extraction. Some examples of these

tools are Piggy Bank,25 Reform,26 Thresher10 or Marmite.27 These tools work very

well on web sites that have been annotated by a user. The main limitation is that

they require user supervision for every new web site, as long as a wrapper that was

built for one web site cannot be applied to a different site.
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Also, there are studies that provide solutions to the problem of wrapper mainte-

nance,28 some of them using machine learning techniques for this purpose.12 How-

ever, they do not address the problem of wrapper generalization to different web

sites.

Other approaches perform automatic unsupervised wrapper induction. These

systems attempt to identify repetitive patterns that occur in a document to build

extraction patterns. This technique is applied by different extractors11,29 by iden-

tifying differences among neighbour resources, as well as in a supervised basis.30

These approaches do not rely on user annotated document fragments, and therefore

require no interaction from a user. Some approaches integrate external knowledge to

annotate the data type, such as Wikipedia,31 to classify and identify the type of the

extracted structured data. In comparison to our approach, these systems provide a

structured syntactic output, where no semantic relations are obtained for each of

the fields extracted out of the web resource.

Similarly, the systems that are based on visual features do not require manual

supervision when applied to new web sites. Some approaches32,13 perform this by

defining some heuristics that are based on the HTML tags used for layouts, such as

tables or titles. This limits the approach to the web sites that follow these design

guidelines. Finally, another tool14 uses visual information to extract data from web

pages, which makes it work in web pages without preliminar knowledge about them.

The main difference is that that tool only builds a hierarchical structure of the web

page based on titles and sections.

The proposed algorithm for rule induction is similar in nature to RISE algo-

rithm,21 which also performs a progressive generalization of specific rules. Other

first-order logic algorithms such as TILDE20 perform a top-down rule induction,

which results in a bigger, more exhaustive search space. Traditional rule induc-

tion algorithms such as C4.522 produce rules that cannot involve several variables

(HTML fragments in our case), and therefore are not suitable for our problem,

although are usually simpler and faster.

6. Conclusions and Future Work

In this paper, a system that performs induction of first-order logic rules to extract

data from unstructured web resources has been described. Our system can be used to

extract data from web sites with an unknown DOM tree structure, thanks to the fact

that it is based on the visual features of the elements shown in the web browser. This

allows extracting semantic information from unstructured web resources without

external supervision, given a previous training stage.

The approach has been validated on an environment of newspapers that share

some visual features but which have with very different DOM tree structures. The

performance of the algorithm shows high precision and good recall. After a first

training stage, the system is able to extract data from sites with similar appearance,

as well as keep working even on the event of changes on a web resource’s DOM tree.
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This helps in solving the typical maintainability and generalization problems that

exist in wrapper induction techniques. Thus, it is a step forward to solving the

bootstrap problem of Linked Data, i.e., the lack of semantically annotated data in

the Web.

Future works involve experimenting with other content-specific attributes, such

as text category, type of content or Natural Language Processing (NLP) patterns.

This should allow applying the algorithm to situations where visual features are

not enough to identify the data, such as when identifying entities such as people,

locations or dates in web pages.
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14. F. Canan Pembe and Tunga Güngör. A tree learning approach to web document
sectional hierarchy extraction. In Proceedings of the 2nd International Conference on
Agents and Artificial Intelligence (2010).

1250032-19



1st Reading
December 12, 2012 11:29 WSPC/INSTRUCTION FILE

S0218213012500327

J. I. Fernández-Villamor, C. Á. Iglesias & M. Garijo
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