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Abstract—Sentiment lexicons are widely used in computational
linguistics, as they represent a resource that directly contains
subjective sentimental knowledge. Usually these sentiment lex-
ica are generic and developed without any specific semantic
domain in mind. Nonetheless, the domain context can be highly
relevant for sentiment analysis, as it is known that word
polarities can be influenced by domain-specific traits. This
paper studies the problem of automatically generating domain-
adapted sentiment lexicons that can be used in posterior senti-
ment analysis tasks. We propose a neural network approach
that modifies a sentiment lexicon using distantly annotated text
of a certain domain. Additionally, we present a completely
data-driven domain characterization metric that measures the
centrality of a set of documents. Experimental work shows
that this metric offers a measure of the generated lexicons’
quality. Also, it is shown that the generated lexicons yield
higher performance on domain-oriented sentiment analysis
than a generic lexicon and other known baselines. Finally,
it is also discussed that these extracted lexicons can be used
for sentiment analysis even for approaches with no learning
capabilities.

1. Introduction

Sentiment Analysis (SA) has become a popular research
area in recent years due to its applicability to a wide range
of problems, the growth and accessibility of on-line opinions
and its commercial interest [1]. For instance, automatic
analysis of product reviews are of special interests to a
great variety of companies, as it allows them to have a
measure on their customers’ opinions towards their stocks.
Other areas where Sentiment Analysis has been applied are
movie reviews [2], congressional floor debates [3], news and
blogs [4], among others. This variety of data sources and
target domains make it difficult to construct a generic senti-
ment classifier. In this context, it is specially relevant the role
that the domain plays in the Sentiment Analysis process. The
sentiment associated with, for example, a product review can
be greatly affected by the domain to which it belongs. In
this sense, sentiment associated to different words can vary
in its intensity or even shift its polarity value altogether (e.g.
‘big’ when describing a monitor screen usually associates

with a positive orientation, while can have a negative sense
when referring to clothes).

In relation to this, many sentiment classification tasks
make use of opinion lexicons [5]. An opinion lexicon is a
collection of words that have associated sentiment polarity
values that can be continuous range of numbers or simpler
polarity labels. There are many prior polarity lexica (where
generic sentiment scores are associated out of context),
such as [6], [7] and [8]. However, using a generic lexicon
for a domain-specific sentiment task does not yield the
best results because, as discussed, words can vary in their
sentiment values. On top of this, it is known that words
sentiment is domain dependent [9]. For these reasons, the
task of automatically generating posterior polarity (domain-
adapted) lexicons in a flexible manner is an important
research problem.

In this work, we propose a neural network based method
for automatically extracting domain-adapted sentiment lex-
icons. This model makes use of distantly annotated data
belonging to a certain domain in order to compile a human-
readable sentiment lexicon that can be used for posterior
sentiment analysis on that domain. Also, this work intro-
duces a novel metric that characterizes certain features of a
set of domain-oriented documents. We show that this metric
offers a way of predicting the effectiveness of the proposed
model.

The basic idea for the proposed metric is to estimate
the centrality of a set of documents, so one can have a
measure of the performance of the proposed model before
any training. We define the centrality as the measure of how
specific is a given set of documents to a variety of topics.
The experiments show that the introduced metric gives a
clear sense of the quality of the extracted lexicon by means
of our model.

As for the proposed lexicon adaptation model, its main
characteristic is that it uses the back-propagation algo-
rithm [10] to change the lexicon values. This model makes
use of the loss signal of a sentiment classification task to
better adjust those values, finally generating the desired
domain-adapted sentiment lexicon, which we call SEDLex
(SEntiment adapted to the Domain Lexicon).

The rest of the paper is organized as follows. Section 2
shows previous work on lexicon domain adaptation. In Sec-

978-1-5386-0680-3/17/$31.00 c©2017 European Union 105



tion 3, the proposed domain characterization metric is de-
scribed, as well its relation with the proposed model, which
is explained in Section 4. After this, the paper continues
with an overview on the experimental setup in Section 5.
Section 6 follows, illustrating the results obtained in the
experiments, as well as the validation of the proposed tech-
niques. Finally, Section 7 draws the conclusions obtained,
and outlines the future work.

2. Related Work

Many works have been oriented to domain adaptation
of sentiment lexicons. As depicted in [5], three main tech-
niques have been explored for generating opinion lexi-
cons: (i) manual approach, (ii) dictionary-based approach
and (iii) corpus-based approach. The manual approach is
very time-consuming, and thus it is normally combined
with the other two, that rely on automatic methods. Many
dictionary-based methods consist in bootstrapping from a
small set of opinionated words, and using them as seed
for the search of similar terms in a known dictionary
such as WordNet [11] or SentiWordNet [7]. In order to
improve the generated lexicons researchers have used ma-
chine learning techniques [12], as well as some external
sources of knowledge, such as the definition of WordNet
words (glosses) [13]. Nevertheless, as explained in [5], the
dictionary-based approaches are not able to obtain domain
specific orientations. In this regard, corpus-based techniques
can alleviate the problem. This last type of lexicon genera-
tion technique relies on co-occurrence patterns detected on
a large corpus, as well as a seed set of opinion words to
locate opinionated words in the corpus [5].

There is a great variety of statistical information extrac-
tion methods for generation of domain-oriented lexicons.
Nevertheless, some works share some common methodol-
ogy, as is the case of optimization-based approaches. For
instance, the work shown in [14] proposes an information
bottleneck problem that blends cross and within-domain
knowledge. This problem is then solved with an iterative
optimization method that, upon convergence, obtains the
desired lexicon. A different approach is explored in [15],
where a linear programming technique is aimed to directly
reflect the characteristics of a certain domain. This method
exploits the relation among words and opinion expressions
to compute the most likely polarity value in that domain.
Another explored technique is presented in [16], in which
several opinion signals are extracted from an unlabeled
opinionated text collection. These signals are combined into
an optimization problem, and then transformed to a linear
programming formulation by means of a mathematical trans-
formation. In this way, the method can learn the sentiment
of words and aspects.

Another common technique used when generating
domain-specific lexicons is label propagation. In this line of
work, the technique explained in [17] introduces a method
called double propagation. This method consists in several
extraction rules that are designed based on dependency trees,
and exploit the relations between modifier sentiment words

and their associated topics, as well as the sentiment and
topics words. A similar research [18] proposes an automatic
construction strategy based on constrained label propaga-
tion. The strategy firstly extracts candidate sentiment terms,
then it uses domain and morphological constraints to spread
to the entire set of candidates, improving the lexicon. Label
propagation can be also applied onto different structures,
such as a lexical graph. This approach is taken in [19], where
a set of high-quality word embeddings are transformed into
a lexical graph by connecting each word with its nearest
neighbors in the semantic space. Then, the sentiment labels
are propagated from a set of seed words through the graph
using a random walk algorithm.

Lastly, there are other methods that directly extract sta-
tistical information from corpora, and transform this knowl-
edge to a domain-adapted sentiment lexicon. The method
described in [20] uses frequency information to assign dif-
ferent weights to positive and negative words in the domain
of movie reviews. Another example of such approaches
is [21], which uses the TF-IDF score for each sentiment
polarity to adapt an existing general lexicon to a specific
domain. Also, the works described in [22] and [23] describe
the Compositional Semantics methods that, parting from a
frequency measure of the words in the corpus and a set of
emotion labels (this could be used in sentiment as well),
builds a lexicon from a word-emotion matrix.

3. Domain characterization

Understanding what a domain is in the context of senti-
ment analysis can be beneficial for domain adaptation ap-
plications. In the context of this work, properly defining a
domain can substantiate the lexicon adaptation process. Con-
sidering an approach that tries to adapt a certain lexicon to a
specific domain, we would like to know some characteristics
of the data before any training, so we can have a measure
of how well the adaptation is going to perform.

In this work, we tackle this problem by proposing a data-
driven metric that aims to characterize a set of documents D.
The proposed metric aims to estimate the semantic centrality
of D. That is, how specific to a certain set of topics T the
dataset is. As an example, we can consider a dataset that
describes some products of the electronics domain. If the
majority of the text in that dataset refers to certain recurrent
topics (phones, batteries, screens, computers, ...), then it is
possibly a centered domain. On the contrary, a dataset that
includes a large set of topics has a lower centrality.

Following this, we propose a metric m that measures
the centrality of D using a semantic structure. In this work,
a word embeddings model is used. It is known that word
embeddings retain a semantic structure that can be exploited
in a variety of applications [24]. The proposed method aims
to leverage the information embedded in this representation
for domain characterization. The idea is to measure the
distances between a set of selected words W from D. These
measures retain information of how disperse W is on the
vector space, and thus the extent of centrality of D. Figure 1
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Figure 1. Distances measures between words from the set W .

shows a graphical representation of the measures in relation
to a set of topics. We define the metric as:

m =
1

|W |

|W |∑
i,j

d(vi, vj)

being |W | the number of elements in W . The distance
between word vectors vi and vj can be expressed as follows,
|| · ||2 being the euclidean norm.

d(vi, vj) =
vivj

‖vi‖2‖vj‖2
For extracting the set W from the dataset, a number of
most common words is first selected, and filtered with the
stopwords set from [25]. Then, the embedding vectors for
those words are extracted, forming the V set. The metric
is computed for all the possible pairs from V . If |V | is a
moderate amount (e.g. 300-600), the cost of computing all
the possible combinations of two word vectors is not too
high1.

4. Lexicon Adaptation Model

4.1. Lexicon Generation

Automatically generating a domain-centered sentiment
lexicon is an open research problem. This work considers the
situation where we have access to distantly labeled textual
data. We refer to distantly labeled data as the one that is
not manually nor automatically annotated, but has some
meta-data associated that can be used as sentiment label.
In this work, we consider product reviews that have a meta-
data value belonging to a 5-score system. From this score
value, we extract a sentiment signal with which we train the
proposed model. Section 5 further explains this process.

The proposed approach consists in a feedforward neural
network (also called multilayer perceptron). The network is

1. Note that the number of combinations is given by the expression(|V |
2

)
=

|V |!
2!(|V |−2)!

trained from representations of a set of documents that have
associated distant labels. These inputs are the lexicon values
of the words contained in the document representation. That
is, if we consider a set of k words, the values from a certain
sentiment lexicon are extracted and used as representation
for the network. Regarding the initialization of the sentiment
lexicon values, the network uses an existing generic lexicon
from which starts modifying.

Using the distant labels, the network is trained with a
cross-entropy loss function on the task of classifying the
sentiment of a certain document using the lexicon values.
The key idea is that, at training time, the back-propagation
algorithm can be used to let the sentiment error signal flow
to the network weights, as well as to the lexicon values.
In this way, by training the network to differentiate the
sentiment of the documents, it is also modifying the lexicon
values, which are a continue range of numeric values. Con-
sidering that the training documents are domain-oriented we
can expect that, after training, the modified lexicon contains
useful sentiment information with respect to the domain.

4.2. Lexicon Transformation

When training is finished, the modified values are ex-
tracted, forming a new domain-adapted sentiment lexicon.
Nevertheless, the resulting lexicon does not normally have
the expected distribution of a human-readable lexicon. That
is, we would expect a sentiment lexicon to be bounded in
a range such as [-1, 1]. Also, positive orientations should
be represented by positive numbers, and the contrary for
negative sentiment orientations. The modification of the
lexicon values relies on the back-propagation algorithm, and
this method has no inherent constraints on the distribution
of a certain set of parameters. In order to transform the
modified lexicon to one that exhibits a “human-readable”
distribution, we define a transformation operation. More
formally, let a be the vector that contains the lexicon values
so that the value ai represents the lexicon value for the word
i of the vocabulary. We define the transformation operation
as g((w ∗ a) + b), ∗ being the element-wise product and
g the element-wise function g(x) = (x − a) d−cb−a + c that
transforms the values from one range [a, b] to another [c, d].
Figure 2 illustrates how the transformation process operates.

(a) (b)

Figure 2. Graphical representation of polarity distribution of the modified
lexicon (a) before the transformation process, and (b) after the transforma-
tion.

In order to obtain the parameters w and b we train
a logistic regressor on a subset of the training data. The
parameters of the defined operation and those of the in-
put to the sigmoid function of the logistic regression are
equal [26], so by training the learner we directly obtain the
desired parameters. The extracted lexicon, that is, the one
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TABLE 1. DATASETS STATISTICS

Name #Reviews #Windows
Toys and Games 2,252,771 8,060,106

Health and Personal Care 2,982,326 11,718,861
Movies and TV 4,607,047 27,042,309

Electronics 7,824,482 38,032,004
Books 22,507,155 138,422,556

resulting from the training of the neural network and the
transformation process, can be directly used for sentiment
analysis on the trained domain.

5. Experimental Setup

In order to evaluate the proposed approach, several ex-
periments have been designed. We evaluate the effectiveness
of the model through the sentiment analysis performance of
the generated lexicons for each domain. For this reason,
various known domain-oriented datasets have been used for
training and evaluating the model.

5.1. Datasets

The datasets used for training are the Amazon Product
Data [27], [28], which contain millions of product reviews
extracted form Amazon. From these datasets, we have used
the reviews text and their corresponding ratings, which are
ranging from 1 to 5. For extracting the polarity labels the
ratings are mapped to positive and negative values, being 1
and 2 a negative value; while 4 and 5 are transformed as a
positive polarity. Documents with ratings of 3 are discarded.
The selected domains and their basic statistics are shown in
Table 1. The test dataset is the Multi Domain Sentiment
Dataset v2 [29], which contains a set of product reviews
already annotated. For the evaluation, we selected the same
domain for the training and test sets, for each domain, as
the test set is also divided domain-wise.

5.2. Training Instances Generation

The training examples that are fed to the proposed model
are not directly text documents, but rather fixed windows
of tokens. For obtaining these windows, each document
is processed independently. Firstly, the set of words that
constitute each document are intersected with the defined
vocabulary (e.g. the vocabulary of the original lexicon). In
this way, the words that contain sentiment information are
selected. This intersection of words is then downsampled by
randomly selecting a fraction of the length of the intersection
set. Then, for each target word wt in the downsampled set
we extract a symmetric fixed window containing the words
around wt. If the window boundaries lie outside of the doc-
ument, zero-padding is applied. As for the sentiment label,
the window is assigned a label that is equal to that of the
original document. Finally, the set of windows obtained are
the training instances that correspond to the given document.
In this way, we aggregate all the training instances from all

the documents, obtaining more instances than reviews in
the original dataset. The number of reviews and training
instances are described in Table 1.

5.3. Evaluation Workflow

For the model evaluation, we use both the training and
test sets. First, the proposed model is trained with the
training windows extracted from the training data for a
specific domain. The training dataset is divided into batches,
and the network is allowed to update its weights when each
batch has been propagated forward (Sec. 4.1). Following,
the lexicon is transformed as explained in Sec. 4.2.

Periodically, the model’s modified lexicon is extracted
and its individual performance is evaluated on the test set of
that same domain via 3-fold cross-validation. To this end, a
logistic regression model is trained on sparse representations
of the documents. These features are created by generating
high-dimensionality sparse vectors, where each index ele-
ment corresponds to a word in the vocabulary. The value of
a element is 0 if the word does not appear in the document,
while the value is equal to the sentiment lexicon value for
that word if it does appear. When the training is finished,
the extracted lexicon is the one that has achieved better
performance. In this way, the whole model is not evaluated,
only the sentiment lexicon that has been generated by the
model.

Apart from the accuracy, we also use the correlation be-
tween the values of the lexicon and the labels of the test set.
This metric is used in order to have a fair comparison of the
generated lexicons performance (i.e. without any syntactic
or compositional reasoning that can boost the performance),
as done in [8]. That is, for the words in a document of the
test set, the lexicon values are extracted for those words, and
the average is applied. These values are then compared to
the labels of each document through the Pearson correlation.

5.4. Baselines

We use several baselines that are evaluated in the same
way that the lexicons generated by our proposed model for
comparison purposes. All methods have the same vocabulary
for each domain. The most simple is the random baseline,
in which the lexicon word values are randomly generated
number from a normal distribution. The random baseline
does not yield an accuracy of 50% due to that vocabulary
information is introduced in the document representations.
That is, if a word appears in a document the baseline has
a random value in the corresponding index of the repre-
sentation vector. If a word does not appear, a zero is used.
In this way, the representation vectors are sparse and not
completely random, which yields slightly better results than
a full random approach.

Another baseline used in this work is the compositional
semantics (CS) method [22], [23]. We evaluate three variants
of this method: raw frequency counts (CS raw), normalized
counts (CS norm), and TF-IDF frequency values (CS tfidf).
Finally, the last baseline is the sentiment lexicon Sentiwords,
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TABLE 2. ACCURACY ON THE TEST SET FOR BASELINES AND
PROPOSED MODEL.

Domain
Model Movies Electronics Health Books Games

Random 65.20 66.40 66.95 61.60 67.91
CS raw 79.75 80.20 81.45 79.35 80.65

CS norm 80.15 80.50 81.45 79.70 81.55
CS tfidf 70.75 80.80 81.85 80.75 80.90

Sentiwords 80.05 78.75 78.95 78.10 80.30
SEDLex-mod 81.60 80.65 81.71 79.40 84.05
SEDLex-trans 81.60 83.09 83.55 80.20 84.15

proposed in [8]. This represents a generic sentiment lexicon
in our experiments, as it is not adapted to any domain.

6. Results

For the experiments, several hyper-parameters have been
tested, and we report the parameters that yield the best
results on a randomly selected dev set, drawn from the train
set. For the neural model, a two-layer feedforward network
is used with 52 and 25 units in each layer. Good results have
been achieved with learning rates ranging from 0.0005 to
0.0001 with the Adam algorithm [30] as optimizer. During
training the window is set to be symmetric with size 5, and
the downsampling ratio used is 0.1. Interestingly, it has been
observed that the transformation operation (Sec. 4.2) can
be simplified by setting b = 0. This simplification further
improves the performance results.

The first metric on which we evaluate the proposed
model is the Accuracy on the test set. Table 2 shows the
performance of the baselines and the proposed model. Our
model is evaluated separately for the lexicon without trans-
formation (SEDLex-mod, Sec. 4.1) and with transformation
(SEDLex-trans, Sec. 4.2).

It can be seen that the best performing lexicon in al-
most all domains is the one generated by our full model.
This result confirms the idea that the training process of
a neural architecture on domain data can generate domain
adapted lexicons. Also, as it is shown in the last two rows
of Table 2, performing the proposed linear transformation
further improves the effectiveness of the generated lexicon.
We have confirmed that, after the transformation, positive
word polarities are represented by positive values, and vice
versa.

For the second evaluation metric, the correlation, Table 3
presents the associated results. It is interesting to see that
after the transformation process the correlation is highly im-
proved in comparison to that of the generated lexicon before
the transformation. This is an indicative that the formulated
transformation can correctly distribute the generated lexicon
values as desired, positioning the positive words and the
negative words in their corresponding numeric polarity.

Following, we evaluate how well the proposed metric
m indicates the centrality of the datasets. For this end, we
compute the Pearson correlation between the difference of
accuracy score between the Sentiwords baseline and the

TABLE 3. CORRELATION BETWEEN SUM OF LEXICON VALUES AND
TEST LABELS.

Domain
Model Movies Electronics Health Books Games

Random 0.067 -0.060 -0.046 -0.016 0.031
CS raw 0.062 0.106 0.055 0.048 0.154

CS norm 0.069 0.127 0.074 0.051 0.172
CS tfidf 0.076 0.168 0.132 0.041 0.287

Sentiwords 0.153 0.147 0.199 0.083 0.152
SEDLex-mod -0.085 0.167 0.119 0.029 0.207
SEDLex-trans 0.688 0.707 0.707 0.671 0.733

TABLE 4. DIFFERENCE IN ACCURACY METRIC BETWEEN PROPOSED
MODEL AND BASELINE COMPARED TO m VALUES,

Domain AccSEDLex-trans - Accbaseline m value
Movies 1.55 0.1380

Electronics 4.34 0.1186
Health 4.60 0.1251
Books 2.10 0.1302
Games 3.85 0.1303

transformed lexicon for each domain, as Sentiwords is used
for initializing the lexicon at training time. In this sense,
the measure is understood as the gain in information for
sentiment analysis. Table 4 shows the metric values com-
puted from the domain datasets compared to that difference
in accuracy. The correlation between these two columns is
of -0.8207. This result indicates that there is a relation be-
tween the value of the proposed metric and the performance
improvement of the generated sentiment lexicons.

7. Conclusions and Future Work

This paper proposes a sentiment lexicon domain adapta-
tion framework based on a neural network architecture that,
through the process of training for a straightforward senti-
ment classification task on domain data, modifies a lexicon
in order to better contain domain information. The genera-
tion process is enhanced by a posterior transformation that
provides the generated lexicon with a human-understandable
distribution and range, following the majority of known
sentiment lexicons. Besides, a domain characterization met-
ric is presented that measures the centrality of a set of
documents that relate to a given domain. It is shown that
this metric strongly correlates with the improvement of the
lexicons generated by the proposed model on a benchmark
dataset in comparison to a known generic sentiment lexicon.
It is argued that this metric can be used for measuring the
effectiveness of the framework and the lexicons it generates
provided a set of domain documents with a distant sentiment
annotation.

Indeed, the experiments have shown that this model
effectively adapts a sentiment lexicon to a certain domain,
outperforming the performance of a linear classifier trained
with only the lexicon as features with respect to a generic
sentiment lexicon. Furthermore, the generated lexicons show
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a strong correlation between their values and the sentiment
labels of the test set. This allows the use of the generated
lexicons for simple sentiment classification, without the need
for any learning process.

As future work, we believe that extending this work
to the emotion paradigm can be effectively done. Also,
adding new sources of information to the model could
further improve the lexicons quality. Finally, the proposed
metric could be improved to a greater extend by adding new
semantic structures to the measurement process.
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