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Abstract: The proliferation of fake news threatens the integrity of information ecosystems, creating
a pressing need for effective and interpretable detection mechanisms. Recent advances in machine
learning, particularly with transformer-based models, offer promising solutions due to their superior
ability to analyze complex language patterns. However, the practical implementation of these
solutions often presents challenges due to their high computational costs and limited interpretability.
In this work, we explore using content-based features to enhance the explainability and effectiveness
of fake news detection. We propose a comprehensive feature framework encompassing characteristics
related to linguistic, affective, cognitive, social, and contextual processes. This framework is evaluated
across several public English datasets to identify key differences between fake and legitimate news.
We assess the detection performance of these features using various traditional classifiers, including
single and ensemble methods and analyze how feature reduction affects classifier performance. Our
results show that, while traditional classifiers may not fully match transformer-based models, they
achieve competitive results with significantly lower computational requirements. We also provide an
interpretability analysis highlighting the most influential features in classification decisions. This
study demonstrates the potential of interpretable features to build efficient, explainable, and accessible
fake news detection systems.

Keywords: fake news detection; explainability; machine learning; text classification

1. Introduction

The digital age has revolutionized the way information is disseminated and consumed.
While this transformation has brought numerous benefits, it has also led to the proliferation
of fake news [1], which poses a significant threat to the integrity of information ecosys-
tems [2]. Fake news can be described as a form of online disinformation that intentionally
contains false or misleading information [3,4]. This type of content mimics the structure of
legitimate news to capture the audience’s attention. By intentionally deceiving or manipu-
lating people’s emotions and beliefs, fake news can influence public opinion, exacerbate
social polarization, and undermine trust in legitimate news sources [5].

The implications of fake news have far-reaching economic, social, and political conse-
quences [6]. Economically, fake news can disrupt markets, impact stock prices, and tarnish
the reputations of businesses and individuals. An example of this occurred in 2013 when a
false report of explosions at the White House led to a sudden drop in the S&P 500 index [7].
Socially, fake news undermines public trust in critical institutions, including the media,
government, and science. It can propagate misinformation about essential health issues,
as evidenced during the COVID-19 pandemic, with the spread of false information about
vaccines and treatments [8]. Politically, fake news can influence elections, manipulate public
opinion, and destabilize democratic processes. For example, fake news stories propagated
through social media to influence voter behavior have been observed during presidential
elections in several countries [9–12].
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Therefore, addressing the fake news problem is crucial to preserving the integrity
of information ecosystems, maintaining economic stability, fostering social cohesion, and
safeguarding democratic institutions [13].

Recent advances in artificial intelligence have shown significant promise in tackling
this challenge [14]. Early approaches relied on hand-crafted features like word frequency,
sentiment and syntax patterns [15,16]. Additionally, word embeddings enhanced models
by representing words in dense, continuous vector spaces that capture semantic relation-
ships [17]. The introduction of deep learning and neural networks further improved
performance by enabling models to learn more complex patterns in text [18]. More recently,
transformer-based models have revolutionized the field using self-attention mechanisms to
understand intricate language patterns and dependencies [19]. These models have set new
benchmarks in accuracy and robustness for various natural language processing tasks, in-
cluding fake news detection [20,21]. Despite their effectiveness, transformer-based models
pose significant challenges that hinder their widespread adoption in practical fake news
detection applications [22]. The high computational costs associated with these models
make them resource-intensive, limiting their deployment in scenarios where real-time
processing or large-scale analysis is required. Moreover, the lack of interpretability in these
complex models presents a critical issue, especially in the context of fake news detection.
Understanding the reasoning behind a classification is crucial in this context for building
trust in the system and providing actionable insights to users and fact-checkers.

In light of these challenges, we propose an approach to strike a balance between
performance, computational efficiency, and model transparency. To this aim, we propose a
comprehensive set of features to determine whether differences in content characteristics
can foster interpretable distinctions between fake and legitimate news. Specifically, we seek
to address the following research questions:

• RQ1: How do content characteristics differentiate between fake and legitimate news? While
previous studies have explored various features for fake news detection, a comprehen-
sive analysis of how diverse content characteristics differ between fake and legitimate
news is still lacking. This question aims to fill this gap by thoroughly examining
linguistic, moral, affective, perceptual, social, and cognitive features. Understand-
ing these differences is crucial for developing more nuanced and accurate detection
methods.

• RQ2: To what extent can traditional classifiers achieve competitive performance in fake
news detection compared to advanced transformer-based models? Recent research has fo-
cused on complex deep-learning models, particularly transformer-based architectures.
However, these models often require significant computational resources and lack
interpretability. By comparing traditional classifiers to state-of-the-art models, we
address the critical need for efficient and transparent solutions that can be readily
deployed in real-world applications.

• RQ3: What is the impact of feature reduction on the effectiveness and efficiency of fake
news detection systems? The trade-off between model complexity and performance
is a persistent challenge in machine learning. This question addresses the gap in
understanding how feature reduction affects the performance of fake news detection
systems. By exploring this relationship, we aim to contribute to more practical and
scalable solutions for real-world deployment.

To address these research questions, this study introduces a comprehensive feature
framework that includes attributes of various types, such as linguistic, moral, and
affective values and perceptual, social, and cognitive processes. By examining how
these features differ between fake and legitimate news, we aim to identify key indicators
to improve the explainability and effectiveness of fake news detection systems. We
assess the detection performance of these features using traditional classifiers, including
single and ensemble algorithms. To this aim, we use a diverse set of public English
datasets and compare the results of our approach to state-of-the-art transformer-based
models. Additionally, we investigate how reducing the number of features impacts
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the performance and efficiency of our approach, seeking to balance accuracy with
computational feasibility. Finally, we analyze the explainability of our method to provide
insights into how different features contribute to classification decisions and enhance
the transparency of the detection process.

The remainder of this article is organized as follows: Section 2 reviews related work in
fake news detection, outlining previous approaches and highlighting key advancements
and challenges. Section 3 details the methodology employed in this study, including the
design of the feature framework, the selection of datasets, and the development of the fake
news detection model. Section 4 presents the evaluation results, comparing our approach
to transformer-based models and exploring the effects of feature reduction. It also includes
a detailed analysis of our approach’s explainability, focusing on how different features
influence classification decisions and enhance system interpretability. Finally, Section 5
concludes the paper by summarizing the findings, discussing the implications of our results,
and suggesting directions for future research.

2. Related Work

Fake news consists of verifiably false or misleading information intentionally pre-
sented as news [3,4]. This phenomenon emerges with the intent to deceive readers for
various purposes, such as political gain or financial profit [23]. It comprises several types
of content, such as fabricated, manipulated, and misleading content, each varying in its
degree of falsehood and intent. The pervasive nature of fake news has prompted extensive
research into effective detection methodologies, driven by the need to maintain public trust
and safeguard the integrity of information ecosystems [24].

Detection methods for fake news can broadly be categorized into content-based and
social context-based approaches [25]. Content-based methods analyze the news articles’
features, such as text, images, and videos, looking for deceptive patterns or anomalies.
These methods can be further divided into textual features [26], style-based features [27],
and visual-based features [28]. In addition to analyzing the content, social context-based
approaches examine the dissemination patterns and user interactions on social media
platforms [29]. Features such as user profiles, network connections, and propagation
dynamics enhance detection accuracy. For example, Shu et al. [29] showed how user
interactions and publisher–news relations can complement content features to improve
detection accuracy. By leveraging social network analysis and graph-based methods,
researchers can better understand how fake news spreads and identify key indicators of
false information.

Still, the ubiquitous availability of textual content in news articles has made textual
analysis one of the most prominent solutions for fake news detection. In this context, using
advanced natural language processing techniques has enabled the development of robust
and accurate detection models. Early efforts in fake news detection employed traditional
machine learning classifiers trained with manually crafted feature sets, including lexical
and syntactic attributes [30]. While these methods provided a foundation for fake news
detection, they often struggled with capturing the nuanced semantics of language and
context. The introduction of word embeddings, such as Word2Vec, GloVe, and FastText,
marked a significant advancement. This technology enables the representation of words as
dense, continuous vector spaces that capture semantic relationships between them. Word
embeddings allow models to understand context and meaning more effectively, improving
performance [31]. Combining traditional classifiers with word embeddings has proven a
powerful approach in different text classification tasks [17,32,33]. However, these methods
still face limitations in capturing long-range dependencies and contextual information
across sentences and paragraphs.

The rapid evolution of deep learning has led to more sophisticated models [18,34]. Re-
current neural networks (RNNs) and convolutional neural networks (CNNs) improved upon
traditional models by capturing sequential and contextual information in text [35,36]. These
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models can also process and integrate various forms of data, enabling the development of
multimodal detection systems that analyze text, images, and videos simultaneously [37,38].

More recently, the introduction of transformer-based models has revolutionized natu-
ral language processing tasks [39], including fake news detection. These models, pre-trained
on large datasets, use self-attention mechanisms to understand intricate language patterns
and dependencies, setting new benchmarks in accuracy and robustness. Fine-tuning these
models on domain-specific data further boosts their performance [40,41]. Despite their im-
pressive performance, transformer-based models often require substantial computational
resources [42], making them expensive to train and deploy. Additionally, their complex
architectures and large parameter spaces contribute to a lack of interpretability [22], making
it challenging to understand how they arrive at specific decisions. This complexity can
hinder the practical implementation of these models in real-world applications where
transparency and resource efficiency are crucial. Understanding how models arrive at
their decisions is crucial for building trust and ensuring ethical AI deployment [43]. For
this reason, recent studies have integrated explainability techniques, such as SHAP (Shap-
ley additive explanations) or LIME (local interpretable model-agnostic explanations) [44],
to provide insights into model predictions and identify the most influential features in
classification decisions [45].

Recent advancements in fake news detection have focused on improving accuracy,
robustness, and interpretability by integrating diverse information sources and method-
ologies. Zhang et al. [46] introduced a logic-based model for multimodal misinformation
detection, integrating interpretable logic clauses to express the reasoning process. Similarly,
Han et al. [47] proposed a method combining a dual graph neural network (DGNN) to op-
timize graph structures by eliminating redundant edges and a novel explainable reasoning
module (ERM) to highlight critical nodes that support the classification. These recent stud-
ies highlight the ongoing evolution of fake news detection methodologies, emphasizing
the importance of interpretability. Although significant progress has been made, challenges
remain in balancing model complexity, performance, and practical applicability.

Our work aims to advance the explainable detection of fake news by introducing
a comprehensive feature framework that integrates various features based on content
characteristics. Through the integration of these diverse features with traditional classifiers,
we aim to achieve competitive performance while maintaining transparency and practical
usability. By focusing on interpretable models and a rich feature set, our approach seeks
to address the limitations of complex deep-learning models while benefiting from recent
advancements in the field.

3. Methodology

This section details the methodological approach adopted to address the problem of
explainable fake news detection. Our approach is divided into two main components: the
feature framework and the machine learning model. The feature framework includes a
wide range of attributes that capture different aspects of news content, while the machine
learning model evaluates the effectiveness of these features in detecting fake news.

The first step of our methodology is constructing a feature framework that captures
the differences between fake and legitimate news. Based on previous studies and
linguistic and psychological theory [16,48–50], we have identified five main categories
of characteristics, each of which covers a specific set of relevant attributes. These five
categories—linguistic, affective, cognitive, social, and contextual—have been chosen
because they cover the critical aspects of text analysis that have been empirically linked
to the distinguishing characteristics of fake news [51,52]. Figure 1 shows an overview of
the proposed framework.
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Figure 1. Comprehensive feature framework for fake news detection.

Linguistic features capture the structural and readability aspects of the text. This cate-
gory includes readability grades, sentence info, and word usage (e.g., words_per_sentence,
complex_words) to identify patterns in narrative style. It also includes additional insights
related to word counts, usage patterns, and informal language extracted from LIWC lexi-
con [53] (e.g., liwc_auxverb, liwc_netspeak). These features help assess the complexity
and clarity of the text, which are crucial in distinguishing between the often simplistic
or convoluted language of fake news and the typically more balanced language of legiti-
mate news.

Affective features capture the affective tone and subjective aspects of the text. These
include sentiment and emotion scores derived from VADER and NRC lexicon, respectively
(e.g., sentiment_pos, emotion_anger), the degree of subjectivity, and insights related to
affective processes extracted from the LIWC lexicon (e.g., liwc_posemo, liwc_affect).
These features are essential because fake news often leverages strong emotional appeals
and subjective content to manipulate readers.

Cognitive features relate to mental processes and perceptions. This category com-
prises features related to cognitive and perceptual processes extracted from the LIWC
lexicon (e.g., liwc_hear, liwc_cause, liwc_see). These features are essential for under-
standing the depth of content and the writer’s intention, which helps identify the often
shallow or biased cognitive processes employed in fake news.

Social features reflect social interactions and personal concerns. This category includes
features extracted from the LIWC lexicon related to social interactions (e.g., liwc_family,
liwc_friend), personal concerns (e.g., liwc_home, liwc_money), or motivational aspects
(e.g., liwc_power, liwc_risk) and moral features derived from the MoralStrength lexicon
(e.g., moral_care, moral_fairness) [54]. These features reflect social interactions, beliefs,
and personal interests in the text, which may be exploited in fake news to resonate with or
incite particular social groups.

Contextual features provide context regarding time, relativity, biological processes,
and moral perspectives. Features related to time, relativity, or biological processes are
extracted from the LIWC lexicon (e.g., liwc_focuspast, liwc_motion, liwc_health). By
examining these contextual elements, we can gain insights into how fake news articles
position their narratives within broader social and temporal frameworks to achieve their
deceptive aims.

The readability metrics used in this study were computed with the Python readability
library (Available at https://pypi.org/project/readability/ (accessed on 15 June 2024)),
which provides standardized measures like Flesch–Kincaid and ARI. The TextBlob library
(Available at https://pypi.org/project/textblob (accessed on 15 June 2024)) was employed
to extract subjectivity scores, while MoralStrength (Available at https://pypi.org/project/
moralstrength/, accessed on 15 June 2024) was used to compute moral features by analyzing

https://pypi.org/project/readability/
https://pypi.org/project/textblob
https://pypi.org/project/moralstrength/
https://pypi.org/project/moralstrength/
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text based on moral foundations theory. The liwc package (Available at https://pypi.
org/project/liwc/, accessed on 15 June 2024) was used to extract a variety of linguistic,
cognitive, and emotional features from the text, based on the LIWC 2015 lexicon. Finally, we
utilized vaderSentiment (Available at https://pypi.org/project/vaderSentiment/, accessed
on 15 June 2024) for VADER-based sentiment analysis and NRCLex (Available at https:
//pypi.org/project/NRCLex/, accessed on 15 June 2024) for extracting emotion features
from the NRC lexicon.

As a result, a comprehensive set of more than 100 distinct features encompassing
various types and characteristics is obtained. After defining the feature framework, the next
step is to exploit it through a machine learning model to detect fake news. The challenge
at hand is to analyze the content of a news article (ni) to elucidate whether it is fake or
legitimate news. To achieve this, we propose a comprehensive machine learning model that
exploits the feature framework described above. An overview of the proposed approach
can be seen in Figure 2.

Post
In a startling turn of events,
scientists at the renowned
Quantum Dynamics Institute
have reportedly developed a
revolutionary "time mirror"...

Feature
framework

Linguistic

Affective

Cognitive

Social

··· ··· ··· ···

Linguistic
values

Affective
values

Cognitive
values

Social
 values

Annotation vector

Contextual

···

Contextual
 values

Fake/legit
Classi�er

Figure 2. Proposed fake news detection model.

Specifically, our model integrates the feature framework discussed above. The feature
vector for each news instance (ni) is constructed by extracting features from the categories
above. Given the set of categories considered, C = {CL, CA, CCg, CS, CC}, where CL, CA,
CCg, CS, and CC correspond to linguistic, affective, cognitive, social, and contextual features,
respectively, we define the set of features included in our framework as follows:

F ≡ { fc,n | c ∈ C, n ∈ [1, Nc]} = FL ∪ FA ∪ FCg ∪ FS ∪ FC

where FL, FA, FCg, FS, and FC are the sets of features, and Nc is the number of features
included in each category. Given a new instance ni and the complete set of features F, an
annotation vector Ai is generated. This vector contains numeric values representing the
intensity of each feature in the instance:

Ai = {a fc,n | fc,n ∈ F}.

Algorithm 1 illustrates the step-by-step construction of the feature vector Ai. For each
category c within the framework, the corresponding set of features Fc is retrieved. Then, the
annotation function is used to determine the value of each feature fc,n for the instance ni.
The resulting annotations a fc,n are concatenated using the concat function to form the final
annotation vector Ai, which encapsulates the linguistic patterns, emotional tones, cognitive
signals, social interactions, and contextual elements present in the news instance.

In this way, for each news instance ni, a comprehensive feature vector Ai is computed.
Subsequently, Ai is fed into the machine learning classifier, which processes these features
and returns a prediction about whether the news instance is fake or legitimate.

https://pypi.org/project/liwc/
https://pypi.org/project/liwc/
https://pypi.org/project/vaderSentiment/
https://pypi.org/project/NRCLex/
https://pypi.org/project/NRCLex/
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Algorithm 1 Construction of Feature Vector Ai

1: Input: News instance ni, Feature categories C = {CL, CA, CCg, CS, CC}
2: Output: Annotation vector Ai
3: Ai ← []
4: for each category c in C do
5: Fc ← extract features for category c
6: for each feature fc,n in Fc do
7: a fc,n ← annotate ni using feature fc,n
8: Ai ← concat(Ai, a fc,n )
9: end for

10: end for
11: return Ai

4. Evaluation

To assess the effectiveness of the proposed fake news detection framework, we con-
ducted a comprehensive evaluation consisting of several key components. This section
outlines the datasets used for analysis, presents a preliminary examination of the features,
details the performance results of our approach, and explores the explainability of our
detection system.

4.1. Datasets

We utilized several public English datasets widely used in fake news detection re-
search to evaluate the proposed framework. These datasets were chosen due to their
diversity in terms of news sources, topics, and contexts. This diversity contributes to a
comprehensive assessment of the model’s performance. Specifically, the datasets vary in
size, genre (e.g., political, celebrity, satirical), and linguistic complexity, providing a robust
environment for evaluating the generalization of the model across different types of fake
news. The primary datasets include the ISOT dataset [55], FakeNewsNet [56], FakeNewsK-
aggle [57], FakeNewsAMT [58], FakeNewsCelebrity [58], FakeNewsBuzFeedPolitical [59],
FakenEwsRandomPolitical [59], FakeNewsPolitFalse [60], and FakeNewsSatirical [61].

Table 1 shows the statistical characteristics of the nine datasets used in this study. It
presents their size (total number of posts), distribution between fake and legitimate news ar-
ticles, and text length metrics (average word count and character count). The datasets vary
significantly in size, ranging from 101 posts (FakeNewsBuzfeedPolitical) to 43,729 posts
(ISOT). Most datasets maintain a relatively balanced distribution between fake and legit-
imate news, with some exceptions like FakeNewsKaggle, which has a slight imbalance
favoring legitimate news. Text length also varies considerably across datasets, with average
word counts ranging from 123 (FakeNewsAMT) to 936 (FakeNewsBuzfeedPolitical) and
average character counts from 735 (FakeNewsAMT) to 5572 (FakeNewsBuzfeedPolitical).
This diversity in dataset size, balance, and text length characteristics provides a comprehen-
sive basis for analyzing fake news detection across different contexts and content types. The
same pre-processing procedures were employed in all datasets: expansion of contractions
(e.g., it’s, we’ll), conversion of chat words (e.g., AFAIK, ASAP), and spelling checking.

Table 1. Statistics of the used datasets.

Dataset No. Posts (Fake/Legitimate) Avg. Word Count Avg. Char Count

FakeNewsNet 372 (171/201) 549 3087
ISOT 43,729 (21,416/22,313) 415 2514
FakeNewsKaggle 17,759 (7401/10,358) 524 4865
FakeNewsAMT 480 (240/240) 123 735
FakeNewsRandomPolitical 150 (75/75) 587 3611
FakeNewsCelebrity 500 (250/250) 432 2443
FakeNewsBuzfeedPolitical 101 (48/53) 936 5572
FakeNewsPolitFalse 274 (137/137) 579 3506
FakeNewsSatirical 360 (180/180) 543 3235
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4.2. Preliminary Analysis

We conducted a preliminary analysis to gain insights into the most influential features
of fake news detection. First, we conducted a feature correlation analysis to identify and
eliminate highly correlated features across all datasets. We used a threshold value of 0.9
for the correlation coefficient, meaning that if two features correlated at 0.9 or higher,
one was removed to reduce redundancy. As a result, the following readability features
were removed due to high correlation: RIX, characters_per_word, sentences, wordtypes,
SMOGIndex, FleschReadingEase, syll_per_word, words, characters, and syllable.

Next, we calculated the normalized mean value of each feature for both fake and
legitimate news articles. By comparing these mean values, we could quantify the differences
in how each feature appeared in fake versus legitimate news. To differentiate between
fake and legitimate news, we calculate the difference between each feature for fake news
and the corresponding values for legitimate news. A positive value from this calculation
suggests a stronger association of that characteristic with fake content, while a negative
value indicates a stronger association with legitimate content.

Figure 3 illustrates the features associated with a higher likelihood of fake news. The anal-
ysis reveals that fake news often exhibits high values in features such as type_token_ratio,
which suggests that a diverse vocabulary may be employed to lend an appearance of sophis-
tication or credibility. Additionally, the use of words expressing certainty (liwc_certain),
present-tense language (liwc_focuspresent), and adverbs (liwc_adverb) are prevalent in
fake news, reflecting a persuasive and often dramatic tone. Features like liwc_function
and liwc_pronoun indicate that fake news tends to use more function words and pro-
nouns, potentially to create detailed and relatable narratives. The frequent use of auxiliary
verbs (liwc_auxverb), subjective language (subjectivity), and expressions of disgust
(emotion_disgust) further highlights the manipulative nature of fake news, aiming to
evoke strong emotional responses and sway reader opinions.

Figure 3. Top 10 features with higher values more commonly found in fake news.

Conversely, Figure 4 presents the features associated with a higher likelihood of le-
gitimate news. Legitimate news articles are characterized by high values in features such
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as liwc_hear, reflecting a focus on information transmission through quoting sources
and describing events. The use of complex words (readability_complex_words and
readability_complex_words_dc), long words (readability_long_words), and nominal-
izations (readability_nominalization) indicates a sophisticated and formal language
style typical of legitimate news. Furthermore, features like readability_preposition,
readability_article, and readability_sentences_per_paragraph suggest that legiti-
mate news employs clear, structured, and detailed writing. The use of subordinate clauses
(readability_subordination) and work-related terms (liwc_work) also points to the thor-
oughness and factual nature of legitimate reporting, focusing on providing comprehensive
and precise information.

Figure 4. Top 10 features with higher values more commonly found in real news.

It is worth noting the significant variability in influence scores across datasets, as
evidenced by the wide ranges in both figures. This variability underscores the complex-
ity of fake news detection and the importance of considering multiple features and their
interactions. The presence of outliers from specific datasets, such as ISOT and FakeNews-
BuzfeedPolitical, highlights the importance of considering dataset-specific characteristics
when targeting a specific domain or context.

Overall, the findings highlight that fake news is more likely to employ language
that expresses certainty, focuses on the present, and uses a diverse vocabulary to appear
sophisticated and credible. It also tends to include more adverbs, pronouns, and function
words, contributing to a persuasive and often dramatic tone. In contrast, legitimate news is
characterized by the use of complex but readable language. The presence of complex words,
nominalizations, and structured writing with clear sentence construction underscores the
thoroughness and factual nature of legitimate reporting. These differences underscore the
manipulative nature of fake news, which seeks to evoke strong emotional responses, versus
the detailed and precise information typical of legitimate news (RQ1).
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4.3. Classification Performance

In this section, we describe the experiments conducted to evaluate the classification
performance of the proposed model on the task of fake news detection. We utilize a
variety of traditional classifiers, including logistic regression, support vector machines
(SVM), decision trees, and ensemble methods like random forests, XGBoost, and CatBoost.
We used default hyperparameter settings provided by their respective libraries for all
classifiers.

Regarding performance metrics, we prioritized the most commonly used ones in
related work: accuracy, precision, recall, and F1 score. Accuracy, specifically, measures the
proportion of correctly classified instances (both true positives and true negatives) out of
the total number of instances. It provides an overall assessment of the model’s performance
but can be less informative in cases of class imbalance. Precision measures the proportion
of true positive predictions (TP) among all positive predictions, calculated as

Precision =
TP

TP + FP
(1)

Recall (or sensitivity) measures the proportion of true positive predictions among all
actual positives, calculated as

Recall =
TP

TP + FN
(2)

F1 score is defined as the harmonic mean of precision and recall, which provides a
single metric that balances both

F1 =
2× Precision× Recall

Precision + Recall
=

2× TP
2× TP + FP + FN

(3)

We employed cross-validation with k = 5 to ensure robust evaluation and applied
standard scaling to normalize the features. Experiments have been implemented using
Python Scikit-learn library [62] and run on a Dell Inc. XPS 13 9310 11th Gen i7 with 32GB
RAM, except for experiments with transformers-based models, which have been run on a
Kaggle notebook with GPU P100 (Available at https://www.kaggle.com/docs/notebooks,
accessed on 9 July 2024).

In fake news detection, particularly when deployed under resource constraints, the
model’s efficiency can be as critical as its classification performance. This is especially
relevant in scenarios where decisions must be made quickly and at scale. Therefore, in
addition to evaluating the classification performance of different models, we considered
training time a crucial factor in our evaluation [63]. As such, models that offer a good trade-
off between accuracy and training time were prioritized for further analysis and discussion.

To further enhance the interpretability of our model, we conducted an analysis using
SHAP (Shapley additive explanations) values [64]. SHAP is a well-established method
whose theoretical foundation is based on cooperative game theory. It provides insights
into the contribution of each feature to the model’s predictions, offering a transparent
view of how different features impact the outcomes. By applying SHAP, we can identify
the most influential features in predicting outcomes and better understand the model’s
decision-making process. SHAP’s advantage over traditional feature importance methods,
such as feature permutation or information gain, lies in its fair and consistent feature
attribution. Furthermore, SHAP is model-agnostic, making it more versatile than methods
specific to certain model types.

For the first experiment, we trained the classifiers using the features extracted from the
text (after removing highly correlated ones). The average results for all datasets grouped by
the classifier are detailed in Table 2. In addition, Table 3 shows the results of each dataset of
our most-relevant methods and compares them with state-of-the-art solutions.

https://www.kaggle.com/docs/notebooks
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Table 2. Performance metrics, training time, and accuracy of different algorithms. * BERT was run in
a different environment than the other classifiers.

Algorithm Train Time (s) Accuracy Precision Recall F1 Score

CatBoost 41.683 0.8146 ± 0.04 0.8184 ± 0.04 0.8129 ± 0.04 0.8122 ± 0.04
DecisionTree 0.846 0.7247 ± 0.04 0.7292 ± 0.04 0.7239 ± 0.03 0.7231 ± 0.03
LinearSVC 0.733 0.7539 ± 0.04 0.7575 ± 0.04 0.7541 ± 0.04 0.7533 ± 0.04
LogReg 0.172 0.7711 ± 0.04 0.7759 ± 0.04 0.7711 ± 0.04 0.7703 ± 0.04
RF 3.820 0.7895 ± 0.04 0.7949 ± 0.04 0.7890 ± 0.04 0.7875 ± 0.04
XGBoost 1.112 0.7933 ± 0.04 0.7991 ± 0.05 0.7931 ± 0.05 0.7919 ± 0.05
BERT 878.153 * 0.8136 ± 0.13 0.8512 ± 0.04 0.8287 ± 0.04 0.8247 ± 0.05

Table 3. Performance metrics by dataset using XGBoost, CatBoost, logistic regression, BERT, and
state-of-the-art methods. * No approach using this dataset has been found in the literature.

Dataset Method Precision Recall F1 Score

FakeNewsNet

XGBoost 0.711648 0.709694 0.709650
CatBoost 0.742586 0.739279 0.738630
LogReg 0.660303 0.655892 0.654180
BERT 0.732913 0.728505 0.723411
SOTA [56] 0.671 0.738 0.703

ISOT

XGBoost 0.979265 0.979236 0.979234
CatBoost 0.979627 0.979602 0.979600
LogReg 0.964471 0.964463 0.964463
BERT 0.998788 0.998788 0.998788
SOTA [65] 0.9912 0.9914 0.9920

FakeNewsKaggle

XGBoost 0.880271 0.880455 0.880238
CatBoost 0.881027 0.881187 0.880855
LogReg 0.844767 0.842896 0.843373
BERT 0.997077 0.997072 0.997071
SOTA [66] 0.946 0.918 0.932

FakeNewsAMT

XGBoost 0.623906 0.622917 0.621729
CatBoost 0.654660 0.652083 0.651102
LogReg 0.640252 0.639583 0.639195
BERT 0.714853 0.712500 0.710773
SOTA [58] 0.75 0.74 0.74

FakeNewsRandomPolitical

XGBoost 0.810246 0.800000 0.798637
CatBoost 0.805006 0.800000 0.799210
LogReg 0.788832 0.786667 0.786087
BERT 0.804778 0.780000 0.778705
SOTA [48] 0.96 0.92 0.94

FakeNewsCelebrity

XGBoost 0.756078 0.754000 0.753462
CatBoost 0.772602 0.768000 0.767128
LogReg 0.685015 0.682000 0.680640
BERT 0.806663 0.796000 0.793851
SOTA [58] 0.73 0.73 0.73

FakeNewsBuzfeedPolitical

XGBoost 0.790064 0.762381 0.757566
CatBoost 0.874191 0.851429 0.849208
LogReg 0.829941 0.801905 0.798560
BERT 0.607238 0.603333 0.560449
SOTA [48] 1.00 0.83 0.90

FakeNewsPolitFalse

XGBoost 0.755926 0.748215 0.746870
CatBoost 0.778025 0.773805 0.773279
LogReg 0.699198 0.696970 0.696204
BERT 0.808530 0.795758 0.790898
SOTA * - - -

FakeNewsSatirical

XGBoost 0.884115 0.880556 0.880124
CatBoost 0.886940 0.886111 0.886028
LogReg 0.870373 0.869444 0.869386
BERT 0.913607 0.911111 0.910793
SOTA [61] 0.88 0.82 0.87
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CatBoost, though the slowest with a training time of 41.683 s, delivered the high-
est weighted F1 score of 0.8122, demonstrating its strong classification performance. In
contrast, DecisionTree, with its rapid fit time of 0.846 s, produced the lowest F1 score of
0.7231. XGBoost, with a training time of 1.112 s, achieved an F1 score of 0.7919, striking
a commendable balance between performance and computational efficiency. Although
CatBoost yielded the highest performance, its substantially higher training time limits
its practical application in scenarios requiring rapid processing. In this regard, logistic
regression showed the lowest training time. XGBoost, on the other hand, offers a solid com-
promise between classification performance and training time. The final choice between
these classifiers would depend on the specific requirements of the application, such as the
need for real-time processing or the availability of computational resources.

As we can observe, our approach delivers highly competitive performance while
drastically reducing training time compared to transformer-based models. Although BERT
slightly edges out in terms of F1 score, it comes with a significant computational cost,
requiring around 878 s to train, while CatBoost and XGBoost only take 4.75% and 0.13% of
that time, respectively. This demonstrates that while transformer-based models offer strong
results, our approach yields competitive performance at a fraction of the computational
time (RQ2).

Another interesting aspect of the proposed solution is that it demonstrates strong
performance across various datasets, mainly when using ensemble algorithms. It pro-
duced auspicious results in the ISOT, FakeNewsKaggle, and FakeNewsSatirical datasets.
Generally, precision and recall are closely aligned, and most datasets show minimal differ-
ences between the two metrics. The lowest scores were observed in the FakeNewsAMT
dataset, likely due to the generally shorter news articles in this dataset, as indicated by
the statistics in Table 1. Shorter articles may provide less information, impacting the
model’s performance.

Although state-of-the-art methods generally outperform it, our approach achieves
competitive performance while preserving significant advantages regarding computational
efficiency and explainability. Furthermore, our method demonstrates robust performance
across various datasets, validating its generalizability and practical applicability.

To further understand the impact of feature reduction on classification performance,
we conducted a series of experiments by incrementally reducing the number of features
used by traditional classifiers. The selection process for the feature set was based on the
preliminary analysis described in Section 4.2, which identified the features with the most
significant differences between fake and legitimate news. Specifically, we selected the
25 features whose average values were significantly higher in fake news and the 25 features
whose average values were significantly higher in legitimate news. Starting with this
set of 50 features, we incrementally reduced the number of features used in our models,
evaluating performance at each step.

Figure 5 illustrates the relationship between the number of features and the model’s
performance, measured using the weighted F1 score. The results show that the average
performance across datasets stabilizes between 20 and 30 features, with an average F1 score
of around 0.75. However, the trend varies between datasets. For instance, performance
in ISOT and FakeNewsKaggle datasets continues to increase and only tends to stabilize
after 40 features. The large size and diversity of these datasets could explain this matter. In
contrast, performance in FakeNewsBuzfeedPolitical and FakeNewsRandomPolitical peaks
before reaching 20 features and tends to drop after 30 features.
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Figure 5. F1 score variation with feature count across different datasets.

In terms of computational efficiency, reducing the number of features has a substantial
impact on training time. As shown in Table 4, all algorithms tested experienced substantial
decreases in training time when using a reduced feature set of 30 features. On average, the
algorithms saw their training times reduced by more than 70%. Also, it is worth noting
that reducing the number of features not only enhances efficiency but also contributes to
making the model more interpretable. In general, these findings suggest that reducing
the number of features to around 30 can significantly improve the models’ efficiency and
interpretability without seriously compromising performance (RQ3). Although some
datasets, like ISOT and FakeNewsKaggle, benefit from a larger feature set, most datasets
achieve near-optimal performance with fewer features. Limiting the feature set reduces
model complexity, leading to faster training times and simplifying the model’s structure.
This makes understanding and interpreting the relationships between the features and the
predictions easier.

Table 4. Training time of different algorithms with reduction percentage. The new training time is
measured when training models with 30 features.

Algorithm Original Training Time (s) New Training Time (s) Reduction (%)

CatBoost 41.683 12.912 69.03%
DecisionTree 0.846 0.229 72.94%
LinearSVC 0.733 0.078 89.36%
LogisticRegression 0.172 0.026 84.77%
RandomForest 3.820 1.968 48.52%
XGBoost 1.112 0.308 72.29%

Finally, we conducted an analysis using SHAP to further enhance the interpretability
of our model. In this analysis, we focused on the ten features with the highest positive
influence and those with the highest negative influence on the model’s predictions. Given
its consistent balance between accuracy and speed, we used XGBoost as the method for
this study. In addition, we have aggregated the SHAP values across all datasets to achieve
a broad understanding.
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Figure 6 shows the results of the experiment. The features are ranked by their av-
erage impact on the model’s output magnitude. The most influential feature appears to
be liwc_hear, followed closely by liwc_pronoun. Several linguistic-related features like
readability_article, readability_complex_words_dc, and readability_long_words
also show significant influence. Other characteristics such as adverbs, focus on the
present, and certainty markers have moderate impacts. Finally, some affective features
like subjectivity and emotion_disgust appear lower on the list, suggesting they have a
smaller but still noticeable effect on the model’s output.

Figure 6. Ranking of features according to their impact on model output.

5. Discussion

In this study, we have delved into the critical issue of fake news detection by devel-
oping and evaluating a comprehensive feature framework. We have made three primary
contributions: First, we introduced a novel set of features that capture subtle content
characteristics indicative of fake news. Second, our evaluation using multiple traditional
classifiers demonstrated high predictive performance of these features. Finally, we en-
hanced the efficiency and interpretability of our model by analyzing the effects of feature
set reduction, optimizing both performance and clarity in the detection process. The
conducted explainability analysis provided additional insights into the decision-making
process of our detection system. Overall, our findings advance the field of fake news
detection by providing practical, interpretable solutions that improve accuracy and offer a
foundation for future research.

Our analysis has illuminated significant distinctions between fake and legitimate news
based on feature influence. Fake news often employs language that conveys certainty, uses
diverse vocabulary, and includes frequent adverbs, pronouns, and function words to create
a persuasive and dramatic tone. In contrast, legitimate news is characterized by complex
and structured language, including complex words, nominalizations, and clear sentence
construction, reflecting thoroughness and factual reporting (RQ1).



Big Data Cogn. Comput. 2024, 8, 129 15 of 18

The machine learning model exploiting the proposed framework showed significant
performance. The evaluation of classifiers revealed that our approach offered a strong
balance between accuracy and efficiency, showcasing its effectiveness. Additionally, its
results were competitive with transformer-based models like BERT (RQ2). The investiga-
tion into feature reduction demonstrated that including up to 30 features optimizes the
relation between performance and efficiency (RQ3). The SHAP analysis further enhanced
our understanding of feature contributions, providing valuable insights into model inter-
pretability. This understanding underscores the manipulative nature of fake news and the
sophisticated characteristics of legitimate news.

The findings of this work are expected to provide valuable insights into the role of
interpretable features in fake news detection and offer practical solutions for developing
more accessible and transparent detection systems. Focusing on content characteristics
provides a viable alternative to resource-intensive transformer-based models, which are
often costly in terms of computational power and energy consumption. Our feature-
based framework can be more easily integrated into existing fake news detection systems,
particularly in environments with limited computational resources.

In terms of practical implementation, our approach could be embedded into content
moderation tools used by social media platforms, providing interpretable decisions on
whether an article is likely fake or legitimate. Additionally, it could be adapted into browser
extensions or AI-powered fact-checking tools that assist users in assessing the credibility
of online content. These tools would not only serve journalists and fact-checkers but
could also enhance public media literacy by providing real-time feedback to users about
potentially misleading information.

However, several challenges may arise when practitioners attempt to apply our frame-
work in real-world settings. First, the performance of our feature-based model is closely
tied to the quality and completeness of the data available. In environments where content
characteristics differ significantly from those of the datasets we studied (e.g., non-English
content, multimedia posts, or nuanced satire), additional feature engineering may be nec-
essary to ensure robustness. Another challenge is the potential evolution of fake news
tactics. As fake news creators become more sophisticated, new content features may emerge,
requiring continuous updates to the feature sets used by the detection models.

Furthermore, this study has several limitations that should be acknowledged. Firstly,
the reliance on traditional classifiers and the feature sets employed may only partially
capture the nuances of more sophisticated models, potentially limiting the scope of our
findings. Although we compared our methods to transformer-based models, the focus
on BERT might overlook advancements in deep learning techniques. Additionally, the
dependence on English-language datasets also restricts the generalizability of our findings
to other languages and cultural contexts.

Several avenues for future research could further advance the field and help address
current limitations. Expanding the study to include multiple languages and cultural con-
texts could lead to the development of more globally applicable detection methods. This
could involve creating multilingual datasets and adapting our feature framework to capture
language-specific nuances. Additionally, expanding the feature set to include additional
characteristics could further improve detection performance, making the models more
robust and adaptable. Also, integrating these methods into real-world environments is cru-
cial for evaluating their practicality and effectiveness in diverse contexts. Such integration
will help develop more transparent, efficient, and practical fake news detection systems.
Ultimately, this will support the preservation of information integrity and enhance the
reliability of news sources in an increasingly complex digital landscape. Finally, conducting
in-depth studies on the ethical implications of automated fake news detection, including
potential biases in training data and model decisions, is essential. Developing methods to
mitigate these biases and ensure fair application across diverse populations will be critical
for the responsible deployment of these technologies.
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Our work provides a foundation for these future endeavors, offering insights into the
role of interpretable features in fake news detection and presenting practical solutions for
developing more accessible and transparent detection systems.
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