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Resumen

La depresión es un trastorno mental frecuente que afecta a todos los ámbitos de la vida

y puede conducir al suicidio. Sin embargo, existen tratamientos, y los programas de pre-

vención son eficaces [67]. El objetivo de este trabajo es diseñar e implementar un sistema

automático para la detección de la depresión en las redes sociales. Para ello, se utilizaron

técnicas de aprendizaje máquina y procesamiento de lenguaje natural. Este trabajo aborda

dos objetivos principales. El primero es determinar si la contextualización a través de las

emociones y los tópicos puede ser utilizada para la detección de la depresión, mientras que

el segundo objetivo es perfilar alternativas de modelos a través de un compromiso entre la

calidad de la clasificación y la eficiencia energética.

Tras la exploración, se alcanzaron ambos objetivos. En relación con el primer objetivo,

este trabajo muestra que la contextualización a través de la información de emociones y

tópicos fue informativa para la detección de la depresión, a pesar de disminuir la F-score en

algunos casos. Los resultados fueron particularmente informativos para el dataset DepSign,

donde se encontraron ejemplos concretos de comportamientos que indicaban depresión.

Ejemplos de esta información incluyen la indicación de depresión grave si se detecta un

tópico que trate sobre medicamentos, o si están presentes ciertas palabras como depresión,

suicidio y deprimido/a . Aśı, se demostró que se pod́ıan extraer conocimientos relevantes

a partir de algoritmos de aprendizaje máquina y procesamiento de lenguaje natural.

Además, se identificó un candidato claro para el compromiso entre costes computa-

cionales y calidad de la clasificación. Aśı, se demostró que en algunas aplicaciones pueden

no ser necesarias las técnicas más avanzadas, sino que pueden utilizarse algunas técnicas

preexistentes con un mejor equilibrio entre coste computacional y rendimiento. El ejemplo

concreto encontrado en este trabajo fue también en el conjunto de datos DepSign, donde

el uso de SIMON, un algoritmo basado en los word embeddings, en lugar de un modelo

Transformer, redujo la F-score en sólo un 2%, mientras que el coste fue más de cien veces

menor. Por último, la interpretabilidad resultó ser un componente clave para el análisis de

este trabajo, sobre todo por tratarse su ámbito de aplicación de un campo médico.

Palabras clave: Aprendizaje automático, Procesamiento de Lenguaje Natural, de-
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Abstract

Depression is a common mental disorder that affects all areas of life, and can lead to sui-

cide. However, treatments exist and prevention programs are effective [67]. The aim of this

work is to design and implement an automatic system for the detection of depression on

social media. To do so, Machine Learning (ML) and Natural Language Processing (NLP)

techniques were used. There were two main objectives. The first one was to further deter-

mine whether contextualization through emotions and topics could be used for depression

detection, while the second objective was to profile model alternatives through a trade-off

between performance and energy efficiency.

After the exploration, both objectives were achieved. Related to the first objective, this

work shows that contextualization through emotion and topic information was informative

for the detection of depression, despite lowering the F-score in some cases. The results were

particularly informative for the DepSign dataset, where concrete examples of behaviours

indicating depression were found. Examples of this information included the indication

of severe depression if the topic of medications was detected, or if certain words such as

depression, suicide and depressed were present. Thus, it was shown that relevant knowledge

could be extracted from ML and NLP algorithms.

Furthermore, a clear candidate for the trade-off between computational costs and per-

formance was identified. Thus, it was shown that in some applications state-of-the-art

techniques may not be needed, but rather that some pre-existing techniques with a better

balance between computational cost and performance can be used. The concrete example

found in this work was also in the DepSign dataset, where using SIMON, an algorithm based

on word embeddings, rather than a Transformer model, reduced the F-score in only 2%,

while the cost was more than a hundred times lower. Finally, interpretability was found to

be a key component for the analysis of this work, specially given its concern with a medical

field.

Keywords: Machine Learning, Natural Language Processing, Depression, BERTopic,

word embeddings, Transformer models, Emotion Detection, social media
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CHAPTER1
Introduction

1.1 Context

Depression is a common mental disorder, which affects 3.8% of the global population, and

has different prevalence is different demographic groups. It is more prevalent in adults

older than 60 years, and more prevalent in women than men. This disease can affect all

areas of life, and in severe cases, lead to suicide. However, there are effective treatments

for depression, and prevention programs against depression are effective [67]. This disease

is underdiagnosed and undertreated, but early detection and treatment can improve its

outcome [28].

Where mental health used to be taboo, now lies a much greater acceptance of the public

discussion of mental disorders, in no small part thanks to the rise of social media. This has

allowed for a boom in discourse on said platforms about the topic, and a great abundance of

new data to be generated daily. This work aims to utilize this data to generate knowledge

that could help improve the treatment people suffering from depression receive.

Artificial Intelligence is thus an invaluable tool for this types of applications, but as

everything, it comes with a cost. And, in the case of AI, the cost is to be paid by the

environment. Because of the vast amount of energy intense calculations that must be made
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CHAPTER 1. INTRODUCTION

to train these algorithms, training a Transformer model (which will be explained later on)

was estimated to generate up to 626 K pounds of CO2 [59], which is approximately 284

tonnes. Then, the cost of usage must be considered, as well as the great amount of storage

space is needed for these data-hungry algorithms, which carries its own cost in terms of

physical resources.

1.2 Project goals

The objective of this work is to use Natural Language Processing (NLP) and Machine Learn-

ing (ML) techniques to analyse language associated with depression, generating automatic

systems capable of classifying texts as either depressive or not. This is to be done on text

extracted from social media platforms. The aim is to include different context information,

and analyze what knowledge can be extracted from it. This is to be done in both Spanish

and in English. As previously mentioned, the information extracted from the experiments

run could later be used by automatic systems to perform screening on social media, thus

extracting demographic information about the prevalence of depression. In addition, the

costs in terms of energy and time will be considered and analyzed. The objectives can be

listed as follows:

1. Collect and study datasets pertaining depression in both Spanish and in English, as

well as the appropriate resources for their analysis, which includes embedding models

and emotion lexicons, among others.

2. Determine whether contextualization through emotion and topic information can be

used for depression detection.

3. Attempt to profile model alternatives by means of a trade-off between detection per-

formance and energy efficiency.

1.3 Structure of this document

In this section, the structure for this document will be detailed.

Chapter 1. In this chapter, the general context has been presented, as well as the

problem to be tackled.

Chapter 2 will present the tools and technologies which were used in this implemen-

tation, as well as previous studies that have used similar techniques and tools for similar

2



1.3. STRUCTURE OF THIS DOCUMENT

applications to this work.

Chapter 3 will describe the specific models and how they will be used in this work.

Chapter 4. This section will describe the implementation of the models previously

described, as well as the resources used for the analyses, the design of the experiments and

their results.

Chapter 5. In this section, final conclusion of the work will be presented.

Chapter A and chapter B. Finally, in these sections, the impact of this project and

the economic budget will be discussed.
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CHAPTER2
Enabling Technologies and Related Work

In this chapter, the different enabling technologies and related work for this project will

be presented. For the enabling technologies, the programming language which was used,

Python, will be presented, alongside with the main libraries used and the development

environment. Then, the tools related to Natural Language Processing will be presented.

Finally, the technologies related to Machine Learning will be described. The related work

section will explore previous research concerning the detection of depression on social media,

as well as the use of word embeddings, Transformers, topic modelling and emotion detection

for detection of mental health conditions.

2.1 Enabling technologies

2.1.1 Python

The programming language used for the implementation of this project was Python. In the

following section, the main libraries used will be described. Firstly, the library Pandas [46]

is an open source library for real world data analysis in Python. It employs the DataFrame

object for manipulation of data [3]. For this application, it has been extensively used for

5



CHAPTER 2. ENABLING TECHNOLOGIES AND RELATED WORK

the manipulation of datasets. Matplotlib [30], on the other hand, is a library for creating

visualizations in Python. In this work, this library was used for the generation of plots.

It was used alongside the extension Seaborn [65], a statistical data visualization library

based on matplotlib, for the generation of graphs.

Finally, the environment used for this development was Jupyter Notebook, a web

based development environment. In addition to allowing code execution, it provides rich

media representation of the results. It also allows the use of markup language, making it

possible for code to be annotated for easier interpretation [2].

2.1.2 Machine Learning

The ML algorithms used during the development of this project were implemented by the

Python library Sci-kit learn [48]. Sci-kit learn is an open source toolbox for predictive

data analysis, built on matplotlib, NumPy and SciPy.

The specific classifiers that were used in this work, as implemented by the aforemen-

tioned Sci-kit learn library, and chosen due to the nature of the datasets, are as follows, in

no particular order. Linear SVC, or Linear Support Vector Classification, is an implemen-

tation of a Support Vector Machine. Support Vector Machines are a series of supervised

learning methods which can be used for classification. These can be both binary and multi-

class classification. Linear SVC is an implementation of a support vector machine with a

linear kernel. In Sci-kit learn it is implemented with the method LinearSVC. The poly-

nomial SVC, on the other hand, is also a support vector machine. In this case, it s

implemented using the method SVC with the kernel= “rbf” [5].

The KNeighbors Classifier implements a neighbors-based classification, which means

that rather than “learning”, the algorithm performs a “instance-based learning”, where in-

stances of the training data are stored, and class is determined by the nearest neighbors

of the data points [6]. The method KNeighborsClassifier was used for its implementation.

Finally, the Random Forest Classifier was also used, implemented by the method Ran-

domForestClassifier. Random forests generate several decision tree classifiers in several

sub-samples of the dataset. Then, these results are averaged in order to improve classifi-

cation and control over-fitting [7]. These classifiers are constructed by the introduction of

randomness [4].

6
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2.1.3 Natural Language Processing

Libraries for NLP were used for the development of this project. NLTK [16] is one of

the main tools available for Python to work with human language. Published in 2009, it

includes many functionalities such as tokenization, stemming and tagging. This platform

also has many pre-trained models and corpora that can be accessed, including grammars

for many languages, sentiment lexicons and corpora.

GSITK [11, 13] is a library built on top of scikit-learn for development of projects based

on NLP and ML. Among others, it is also built upon pandas and numpy. Specifically, the

feature extractor SIMON [13] was used in this work. A further description of this feature

extractor can be found in Chapter 3.

2.2 Related work

2.2.1 Detection of depression on social media using NLP methods

A study by Park et al. [47] found that the language used in social media could provide

valuable information of the mental life of the person who wrote it, finding that their method

could be used to complement traditional methods. This is based on the notion that language

contains relevant information about the psychological status and individual personality. In

addition, De Choudhury et al. [23] found that social media contains useful information for

the detection of depression. Also, De Choudhury et al. [22] showed that it was possible to

discern mental health discourse on social media from discourse pertaining mental illness,

specifically, containing suicide risk and ideation. Finally, Coppersmith et al. [20] found that

simple natural language processing methods were capable of providing information about

mental health and mental disorders. In particular, depression as well as bipolar disorder,

post-traumatic stress disorder and seasonal affective disorder were analysed based on texts

extracted from the social media platform Twitter. Thus, it can be seen that many efforts

to use social media platforms as tools to detect depression and other mental illnesses have

been made.

2.2.2 Vectorization

When processing natural language one of the main challenges is the representation of texts

fed to learning models. Given the nature of such models, it is necessary to transform texts

7
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into numerical representations. To do so, there are several different approaches to perform

this mapping [36]. From the simple to the more complex, these vectorizers tackle the task

in different ways. In this work, we explore the use of two approaches: word embeddings

and Transformers.

2.2.2.1 Word embeddings

As mentioned, in order to be able to analyse texts with ML algorithms, these must be

converted into vectors of numbers. Word embeddings, unlike previous techniques, allow the

text to be represented as a continuous vector (as opposed to a sparse vector) [32].

Among other characteristics, these types of word vector representations are capable

of capturing both semantic and syntactic regularities. These regularities are captured by

the offsets between vectors, similar words tending to have similar vectors. So much so,

that a particular relationship between words will have an associated offset. For example,

the relationship between the vector representations of pairs of the plural and singular of

a noun (apples/apple) is close to that of an unrelated noun (cars/car). Thus, algebraic

operations performed on the word vectors reveal meaning. For example, the operation

of subtracting the vector representation for “Man” to “King”, and adding the vector for

“Woman”, will yield a vector most closely related to the vector for “Queen” [39]. There are

many implementations of word embedding models [38].

Word embedding models have been previously been applied to the detection of mental

illness, specifically anorexia and depression, by Trotzek et al. [61]. Similarly to the ap-

proach followed in this work, pre-trained word embedding models were also used in several

implementations which have word embeddings as an input. As such, GloVe Embeddings

were used, as well as a custom trained fastText Embeddings. Similarly, Pérez et al. [52]

also used word embeddings to tackle the problem of depression on texts extracted from the

social media Reddit. In their paper, however, rather than a classification, the severity of

depression symptoms was estimated.

2.2.2.2 Transformers and topic modelling

The Transformer architecture [62], uses a encoder-decoder network architecture based only

on layers with multi-headed self-attention mechanisms. This architecture originally showed

to be superior to others for translation tasks, and it was also proven that it can be success-

fully generalized to others tasks. These Transformer models are trained on large datasets

(generating the so called pre-trained models), and can be later fine-tuned for specific tasks,

8
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resulting in improved performance in many tasks, including language modelling and sen-

timent analysis. This attention mechanism allows for a greater contextual understanding,

and thus allowing for better predictions [58]. The aim of attention mechanisms is to find

long-term dependencies in phrases [26].

Suri et al. [60] aimed to detect depressive tendencies on the social media platform Twit-

ter. To do so, they used a Transformer model to process the textual features of their texts.

This information was then combined with information regarding the online behaviour and

interaction of users. This architecture improved the results of their baseline by a 12%.

For the extraction of topics in this work, the model BERTopic was used [27]. This

model was proposed to uncover themes and narratives in texts in an unsupervised manner. It

uses a pre-trained transformer-based language model to generate word embeddings, for their

capabilities to represent texts in the vector space in a way that makes it possible to obtain

their semantic similarity. After the documents have been transformed, the dimensionality

of the embeddings is reduced to optimize the clustering that is done afterwards. Finally,

using a custom class-based variation of TF-IDF, topic representations are extracted from

the clusters of documents. In this work, this model will be used to extract contextual topic

information from the texts. This model has been previously applied on the area of mental

health by Baird et al. [15]. In their paper, BERTopic was applied to texts extracted from

Twitter about telehealth for either mental health or substance abuse.

In addition, BERTopic has also been applied by Alhaj et al. [8] to detect cognitive

distortions on the Arabic content of Twitter. Their implementation used the previously

mentioned word embeddings (implemented by word2vec), together with the topic distribu-

tion generated by BERTopic, to generate a contextual topic embedding (CTE). This CTE

aimed to both keep the semantic information and the contextual topic representation by

concatenating the vectors produced by both of them. The classification performance of the

CTE was bench-marked against just a word2vec embedding, and was found to improve the

results.

Another work, by Sarkar et al. [56] aimed to predict depression and anxiety on the

social media platform Reddit with a multi-task learning approach. A combination of word

embedding features (pre-trained BERT model) and topic modelling features (LDA and

BERTopic) were used. Their work concluded that this combination of features can be

leveraged for domain specific tasks.

9



CHAPTER 2. ENABLING TECHNOLOGIES AND RELATED WORK

2.2.3 Emotion detection and emotion lexicons

Emotion Detection or Sentiment Analysis is a field of study that covers the emotion detec-

tion and recognition from text. There are two types of such analyses. If positive, negative,

or neutral feelings are studied, this consist of Sentiment analysis, which aims to determine

polarity. Emotion analysis, on the other hand, can detect types of feelings such as hap-

piness, sadness, etc. Emotion models may be dimensional (that is, representing emotion

based on its valence, arousal or power) or categorical (where emotions are discrete, such as

anger or happiness) [29, 43].

Word-affect association lexicons, also known as emotion lexicons, are a compilation of

words associated with the affect that they convey (which includes emotions, sentiments,

etc.). These emotion lexicons may be generated through manual annotation or automati-

cally. Emotion lexicons have many applications, among which the study of health disorders

is most relevant for the case at hand. Lexicon-based emotion analyses have important ad-

vantages, such as being interpretable and having a low carbon footprint, which makes it a

popular technique for real-world applications [41]. Previously, Li et al. [35] have generated

and used a domain specific emotion lexicon for the detection of depression, obtaining better

results than with general purpose emotion lexicons.

Another study by De Choudhury et al. [21] used texts extracted from the social media

platform Facebook in order to implement prediction systems capable of detecting post-

partum depression based on the user emotional and linguistic expression, as well as their

activity and interactions. Contrary to the implementation of this work, though, the emo-

tions considered were only “positive affect” and “negative affect”, which would be con-

sidered as sentiment analysis. Their paper found that mothers from the cohort suffering

from postpartum depression experienced higher levels of negative affect, and lower levels of

positive affect, compared with their non-depressed counterparts, although in a less statisti-

cally significant way than other previous work on the social media platform Twitter. The

authors proposed that the nature of the social media platform chosen could have affected

the emotional expression of users. One of such works on the social media platform Twitter

was done by De Choudhury et al. [23], where the detection of depression was studied, and

again, positive and negative affect were considered, as well as activation and dominance as

determined by the ANEW lexicon.
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CHAPTER3
Model description

In the following paragraphs, an overview of the models used in this implementation will

be given. The first model that will be described is a feature extractor named SIMON

[12], which uses embedding-based textual representations to generate a fixed length vector,

proposing an improvement from regular word-embedding applications. This improvement

consists of the following: by using a domain specific lexicon, the model then represents the

words from the input text as a projection to said domain specific lexicon. This projection is

done through the semantic similarity of words as given by the word embedding model [12].

In the original application of this model, as described by Araque et al. [12], an opinion

lexicon was used to generate the domain specific lexicon. However, in this application,

the domain specific lexicon was generated using the frequency with which words appeared

in the texts used for training the model, which corresponded to the training split of the

datasets, as was done in the method FreqSelect [9]. In this way, the information encoded in

the generated representations contain implicit signals with regards to the objective classes.

As such, the SIMON method extracts distributed representations exploiting both a word

embedding model and a domain lexicon. In this application, two embedding models were

explored (that is, one per language), and will be further described in the following sections.

Transformer Models [66] were also used to obtain the vector representation for these

11
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texts. For the DepSign dataset, the multilingual xlm-roberta-base [19] was used, whilst the

Spanish PlanTL-GOB-ES/roberta-large-bne model [25] was used for the Spanish dataset.

These transformer models were used without fine tuning, in order to generate a vector which

could be used as characteristics for a classifier.

Figure 3.1: General architecture used in this work.

Information pertaining emotions was extracted using EmoFeat [9]. EmoFeat used

an emotion lexicon for each language, to perform a statistical summary of the annotated

values for the words contained in a text, thus reducing the matrix generated into a vector.

In this particular application, both the maximum and mean emotion were calculated for

each emotion, for every text. As such, the vectors generated for the texts in English had

length 16 (as they were 8 annotated emotions), while for the Spanish texts the final length

was of 12. The emotion lexicons used are further described in the next section.

In order to extract topic information to include as additional characteristics for classi-

fication, BERTopic was used. This is a topic modelling and visualization library based

on Hugging Face Transformers and c-TF-IDF [27]. It was used to extract topics from

both datasets. In the case of the DepSign dataset, originally 291 topics were extracted

by BERTopic. The number of topics was then manually reduced to 128 and 64 from the

original topic model, and all three of these cases were then considered for evaluation, to see

how the size of the topic information vector could affect the classification. In the case of the

Spanish dataset, only 21 topics were detected, so no reduction was carried out. Fine tuning

of the model was carried out on the training split of the datasets, and the refined model was

12



used to generate the additional topic characteristic information for all texts in the datasets.

For the vectorization, unigrams, bigrams and trigrams were considered. The graph 3.1 is

meant to show a simplified structure of the implementation, featuring the models that were

just described.
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CHAPTER4
Evaluation

4.1 Introduction

In this chapter, the datasets and resources used in this work will be described. As such,

dataset distribution, number of classes and size will be discussed, as well as how they

were generated. The embedding models chosen will be listed, and the emotion lexicons,

analyzed. Then, the design of the experiments performed in this work will be described.

Finally, the results for both of the datasets considered will be analyzed in terms of F-scores,

computational costs and individual feature importance.

4.2 Dataset and resources

Two datasets consisting of texts from social media platforms were used for this work. The

first dataset is an English dataset made available for the competition “Detecting Signs of

Depression from Social Media Text-LT-EDI@ACL 2022” [24]. The dataset was created by

Kayalvizhi and Thenmozhi [33], S et al. [55]. In this dataset, the texts were extracted

from thematically relevant subreddits (forums) from the social media platform Reddit, and

manually annotated by two domain experts with the following labels: “not depression”,
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“moderate depression” and “severe depression”. These classes are unbalanced (4.1a), and

the total number of texts used was of 13,387. From now on this dataset will be referred to

as “DepSign”.

The second dataset is a Spanish dataset comprised in its entirety of manually selected

depressive texts from the social media platform Twitter, provided by Leis et al. [34]. In

order to have both examples of depressive and non-depressive texts, the Spanish dataset

was mixed with random tweets that are mostly in Spanish retrieved from Pérez et al. [51].

This dataset was made to be balanced (4.1b), and the total amount of texts was of 2,000,

and, similarly, will be referred to as “Spanish dataset” from now on. A summary of the

dataset characteristics just mentioned can be seen on Table 4.1.

(a) Class distribution of the DepSign dataset (b) Class distribution of the Spanish dataset

Figure 4.1: Class distribution of the datasets

Table 4.1: Characteristics of the datasets

DepSign dataset Spanish dataset

Number of classes 3 2

Number of texts 13387 2000

Class distribution Unbalanced Balanced

For the application of SIMON to the DepSign dataset, the original word2vec [38] embed-

ding model was used, while the one used for the Spanish dataset was the GloVe embeddings

from SBWC [17, 50].
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In addition to datasets, emotion lexicons were used, both in Spanish and in English. The

Spanish lexicon was retrieved from Rangel et al. [53], Sidorov et al. [57] and has a length of

1909 words, while the English lexicon was obtained from Mohammad [40], Mohammad and

Kiritchenko [42] and has a length of 16861 words. The English emotion lexicon covered 8

emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, trust), while the Spanish

emotion lexicon covered 6 (anger, disgust, fear, joy, sadness, surprise).

4.3 Design

For both datasets, a test-train split approach was followed, with 33% of the dataset being

used for testing. The metrics on which the evaluation is performed is the macro-averaged F1-

score, although other metrics such as the classification report were also calculated, and will

be used for a finer analysis of the results. Different feature combinations were considered,

and their results compared, for both datasets. The feature combinations used can be found

in Table 4.2. The objective of assessing these combinations was to consider the effect

these features could bear on the classification metrics, as well as other factors, such as the

computational costs, which will be described in the results section.

This further begs the question as to why these feature combinations were considered.

Firstly, both SIMON and Transformers, however differently, extract the semantic informa-

tion from the texts. In addition to this, due to the nature of depression, it made sense to use

information on the emotions showed in theses texts. Finally, the topics of these texts were

considered, as this information, which is prone to being interpreted by humans, could be

useful in detecting certain topics of conversation which correlate with depressive symptoms,

and, as such, could serve as an indication of the presence of the disease, even for a human

observer. The reader will find further information of these models in the previous chapter 3.
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Table 4.2: Combination of features used on both of the datasets.

Feature extractor Emotions Topics

SIMON No No

SIMON No Yes

SIMON Yes No

SIMON Yes Yes

Transformers No No

Transformers No Yes

Transformers Yes No

Transformers Yes Yes

Table 4.3

4.4 Results

As previously mentioned, to analyse the results obtained from this set of experiments,

several things were considered. Firstly, the value of the macro-averaged F-score will be

compared for both datasets, and all the combination of features. Then, computational costs

will be considered and weighed in conjunction with F-score values. Finally, the relevance

of individual features will be analysed.

4.4.1 Results of the DepSign dataset

As can be seen in Table 4.4, which presents all the results of the experiments performed

on the DepSign dataset, the number of topics used for the classification has an effect on

its outcome as measured by the macro-averaged F-score. In order to simplify the inter-

pretation of these results, the following Figure 4.2 shows the effect on such metrics of the

number of topics for different combination of features, for all the classifiers used. The ver-

tical axis shows the macro-averaged F-score, while the horizontal axis shows the number of

topics used for that specific classification. Each of the subgraphs shows a different scenario

in regards to the features used, as specified in their respective titles. It can be observed that

18



4.4. RESULTS

Dataset DepSign

Classifier Forest of KNeighbors Linear Polynomial

randomized trees Classifier SVC SVC

Feature Emotions Topics Number of

extraction topics

Unigram NO NO 0 69.39 68.58 51.07 53.80

baseline

NO 0 70.68 68.11 51.33 59.86

64 64.18 68.73 53.09 62.04

128 62.65 68.61 55.68 62.67
NO

YES

All(291) 61.18 68.64 56.91 62.64

NO 0 71.11 68.34 52.16 64.48

64 65.89 67.98 54.64 65.51

128 64.69 67.66 55.53 65.42

SIMON

YES
YES

All(291) 62.33 67.81 57.94 65.63

NO 0 73.10 67.96 62.50 68.44

64 70.64 67.88 64.92 34.24

128 69.16 67.87 58.87 34.24
NO

YES

All(291) 68.68 67.81 59.94 34.24

NO 0 73.35 67.69 60.47 68.48

64 70.34 67.61 64.42 34.22

128 69.51 67.68 65.73 34.22

Transformers

YES
YES

All(291) 69.04 67.62 52.53 34.22

Table 4.4

adding topic information can both improve or worsen the classification metric, depending

on the classifier used, or even the number of topics considered.
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Figure 4.2: Effect of the number of topics used on the macro-averaged F1-score of the

DepSign dataset.

In regards to the best outcomes according to the macro-averaged F-score, the Table 4.4

shows that the best results are obtained by the use of Transformers, together with infor-

mation regarding emotions, but without topics, and the usage of the forest of randomized

trees classifier, with a value of 73.35%. However, it is worth noting that using this same

classifier, the feature extractor SIMON, together with emotions, comes quite close to this

results with a metric of 71.11% F-score. It must be noted that in the paper where the

DepSign dataset was created, a baseline analysis was made. In this analysis, the highest
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metric was of a weighted average F1-score of 0.647 [33, 55]. Since the classification report

for all the experiments in this work had been calculated, the weighted average F1-score for

the best classifier was retrieved, with a value of 0.79.

Using the library CodeCarbon [18], it was possible to estimate the computational

costs of using different features, both in terms of time and energy usage. The normalized

results (that is, per text processed) can be found in Table 4.5. The Transformer, SIMON

and Emotion features process either the train or test set as-is. The “all topics” feature

considers the fit-transform of the train set, and the transform of the test set. The “reduced

topics” consider the reduction of the number of topics of the train set, and the transform

of the test set, as they are calculated based on the model with all the topics. As seen, the

usage of Transformers over SIMON has a higher cost both in terms of time and energy of

two orders of magnitude. Since the potential applications of the detection of depression on

social media could imply the analysis of large amounts of texts, it is worth considering if

this considerable increase of costs are justifiable with a little over 2% of improvement in

F-score. In addition, the size of the vectors are significantly different. For the DepSign

dataset, Transformer models generate vectors of size 768, while SIMON does of size 49.

When the possible applications of this implementation are considered, it must be noted

that this difference is size could mean a significant difference in memory needed.

Normalized Normalized Normalized Normalized

Model training prediction training prediction

time (s) time (s) energy (kW) energy (kW)

Transformers 5.75E-02 5.83E-02 2.28E-06 2.32E-06

SIMON 3.98E-04 3.98E-04 1.49E-08 1.48E-08

Emotions 1.27E-04 1.37E-04 3.91E-09 4.21E-09

All topics 1.50E-02 1.59E-02 3.35E-07 3.40E-07

128 topics 1.89E-03 1.09E-02 4.05E-08 2.35E-07

64 topics 1.61E-03 1.13E-02 3.46E-08 2.40E-07

Table 4.5: Computational costs in terms of energy and time consumption for the DepSign

dataset. These costs have been normalized, meaning that the values displayed on the table

are the time consumed or energy used per text, for the different models.

In order to better understand the information displayed in table 4.5, two graphs were

plotted. Figure 4.3 shows the normalized time plotted against the normalized consumed

energy, in milliseconds and milliwatts respectively. As can be seen in the graph, the Trans-
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former model has a much higher cost both in terms of energy and time as the other models.

The extraction of topics consumes roughly five times less time and six times less energy than

the use of the Transformer models, and the consumption of time and energy of the extrac-

tion of emotions and the SIMON model is of a much smaller dimension, thus making the

representation overlap them near the zero. The tags “Topics(reduce to N topics)” represent

the process of taking the trained topic model, and reducing the number of extracted topics

to either 128 or 64 topics. While it takes a small amount of time and energy to achieve

this, it can be observed from the graph that it reduces the costs of calculating the topics

of texts, without significant difference between 128 and 64 topics. Thus, depending on the

application, the reduction of the number of topics considered may be a way of reducing the

costs of the process.

Figure 4.3: Comparison of the costs as given by the normalized time and duration of the

analysis, for both the training and prediction phases, for each model, in the DepSign dataset.

The horizontal axis represents the normalized time (per text processed) in milliseconds,

while the vertical axis represents the normalized energy (per text) in milliwatts. The colors

of the data points, as can be seen on the legend on the inferior side of the image, represents

the models. The graph on the left represents the training phase, and the on the right the

prediction phase.
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In Figure 4.4, the normalized cost in terms of energy was plotted against the best macro-

averaged F-score that was obtained for the different combinations of features. This best

F-score was taken without distinguishing the classifier that obtained it. As was mentioned,

different number of topics were analysed for the DepSign dataset. However in order to

simplify the visual representation, only the results for all the topics were plotted. On

this graph it can be seen even more blatantly that the use of SIMON over Transformer

models greatly decreases the energy consumed, while the F-score is reduced only in 2%,

as mentioned. It can also be seen that the usage of Transformers and topic information

produces the worse outcome in terms of F-score, as well as costs. In terms of F-score, topics

decrease this metric and increase the cost, which might indicate the benefit of abstaining

from their use. However, the analysis of the individual feature importance will analyse

whether this is the case. In addition, the data points for the Transformer model and

SIMON are neatly clustered in two groups.

Figure 4.4: Comparison of the normalized cost in terms of energy consumed per text pro-

cessed in milliwatts plotted against the best F-score obtained by that feature combination.

The round data points represent those feature combinations that use SIMON, while the

crosses represent those that use Transformers.
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In order to analyze the individual feature importance, Figure 4.5, Figure 4.6 and

Figure 4.7 were generated using SHAP. These plots represent the classification criteria

for the classes “severe depression”, “moderate depression” and “not depressed” from the

DepSign dataset. The SHAP analysis was performed on the classifier forest of randomized

trees. It must be noted that this feature combination is not the best in term of classification

metrics. However, the combination of features it employs is the most informative, which is

why it will be used for the following analysis. The classifier forest of random trees was chosen

for this analysis, but others could have been used. For analyzing the feature importance of

the text representation module, SIMON was selected, since computing such analyses using

larger Transformers models incurs in much higher computational costs.

The first class to be analyzed is “severe depression”, as represented in Figure 4.5.

The horizontal axis is the SHAP value, or the impact on the model output. Thus, all the

positive values on the X-axis, which displays SHAP value, indicate that that feature in

particular has an effect on the classification of the text as “severe depression”, while the

negative values of the x-axis indicate that the text does not belong to the aforementioned

class. The colors of the graph, as can be seen on the right border of the image, indicate the

original feature value, with red being high and blue being low 1. Each instance is represented

as a dot on the feature row, thus displaying density. Finally, the tags that appear on the

left column of the image, which are generated by SHAP, were manually colored. Thus,

the texts in blue indicate that that feature belongs to topic information, and the ones in

green, that the feature represents information about emotions. The semantic information

tags were left black. The tags are listed from more relevant to less relevant to the classifier.

With all this information, an example to illustrate the interpretation can be made. For

instance, a high value of the blue category {number mg, side effects, sertraline, adder-

all}, which represents a topic regarding medications (sertraline is an antidepressant, while

Adderall is used for the treatment of ADHD and narcolepsy), has a very strong effect in

favor of classifying this text as “severe depression”. In this case, a “high value” means

a high probability as computed by BERTopic. It is interesting that topics features are so

relevant for the classification task, as it can be seen on Figure 4.2 that the addition of topics

can actually hinder the performance of the classifier. Despite reducing the macro-averaged

F-score, the classifier is using the information from these characteristics in an assiduous

manner.

Analysing this graph, it is possible to see which topics indicate the presence of severe

depression. Interestingly, compared to the other two classes in this dataset, the SHAP

1https://shap.readthedocs.io/en/latest/example_notebooks/api_examples/plots/

beeswarm.html
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Figure 4.5: SHAP representation of the Random Forest algorithm application on the Dep-

Sign dataset, for the class “severe depression”, considering the features SIMON, emotions

and topics. The black tags represent semantic information, while the blue tags represent

topic information, and the green ones, emotions.
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representation for “severe depression” has considered many more topics among the ones

shown. These topics include themes such as medications, as well as suicide, fear, anxiety,

feeling one´s friends are not genuine, and psychiatrists, among others. These themes are

not surprising to find, since they correlate well with signs for depression [44], but having

concrete themes which people talk about could be useful to gather signs of alert that could

be useful for online monitoring of depression on social media.

The importance of emotions must also be noted, being some of the most important

features. The presence of positive emotions such as anticipation, could indicate ironic

language or noisy instances in the annotation. However, it could also be due of the mood

disorders that can be caused by depression, which include increased impulsivity or increased

participation in high-risk activities [44]. In the case of emotions, a higher value represents

more of that emotion, while a lower value shows less (or no) presence of that emotion. Thus,

when the presence of an emotion is discussed, it means that the value for that emotion is

higher rather than lower.

Because of this observation, a manual analysis of the texts in the DepSign dataset [33, 55]

was performed. The presence of sadness is apparent throughout the whole dataset, but the

presence of joy is of more interest for this analysis. Different examples were found. Firstly,

a person describing having a good day, despite their illness:

“good day : So I definitely have my demons that I fight everyday, I have anxiety

and depression and I also think I’m bipolar. But today. Today I’m happy to be

alive. That’s all that matters right now and it feels so damn good! I know I’ll

have many more bad days but if I can remember this feeling I’ll be ok.”

Another example case is of a person describing their improvement after beginning ther-

apy: “I have recently started therapy and medicine, and it’s been amazing. I feel great.

Happier than I think I’ve ever been, and for the first time I don’t want to actively die all the

time.” Other people also described improving with their medication, although sometimes it

stopped working after some time. Another example of text with words that could have been

understood by EmoFeat as having “joy”, but in reality expresses the opposite, is as follows:

“Life is overrated imo. : My life is not precious and important. When people say life is

precious and important, I just did not understand that and become baffled.”. Another case

similar to the previous one, that also seems to convey some sense of anticipation is: “Fan-

tasizing about suicide is the ONLY nice thought I have now. Happy memories, people I’ve

loved, achievements I’ve had, books I’ve read and loved, I know they “must have happened”,

but it’s like I can’t access that stuff.” Many cases of drug abuse were found, which would be
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an example of the aforementioned high-risk activities. Specifically, a text describing drug

abuse and high feelings of anger is as follows:

“I’m the worst person while under the influence. I become angry and hateful. So

it’s either I isolate myself because I’m a delicate flower that needs to be protected

or I damage my reputation by drinking to numb the pain and being a d*ck to

everyone around me. [...] Either way it feels like literal HELL I’m weak and not

strong enough for this life everything is so f*cked up and I hate everyone and

everything.”

After performing this manual analysis, a more thorough computational analysis of the

texts was made. To this purpose, the vectors containing the information pertaining emotions

in each of the texts were ranked according to different emotions. Then, the texts themselves

were recovered. Finally, the comparison between the words in the text and in the emotion

lexicon was made in order to see which words could be causing the effects on the emotion

detection, and extracting the ones with a high value for the emotion being analyzed. The

preprocessed texts were used for this analysis to replicate the experiments done previously,

but the original texts are displayed for legibility.

For instance, an analysis was performed on the emotion sadness max. The following

text was recovered as an example, and then the five words with the most importance for

the sadness emotion were found. These were: depressed, suicides, depression, slipping, feel.

The text with these word in bold can be seen in the following quote. Four of these words

can be seen in the semantic information given by SHAP.

“Anyone feel their reason/rationality slipping?: This is hard to describe, but

I feel like the depression is overall getting worse because I’m less able to dis-

tinguish between “my voice” and “the depression voice.” It wasn’t long ago

that I would get negative thoughts (my friends tolerate me, I’ll never reach this

goal, etc) and be able to take a second and go ok, this isn’t me talking, it’s the

depression. Like I could point out an irrational belief to myself. Now I’m not

sure if my thoughts are rational or not, like the “depressed me” and “me” have

merged. I genuinely don’t know if it’s irrational to think that I’ll never be in a

relationship, thinking that some suicides can be considered rational vs the result

of a sick brain, or thinking that my depression will only get worse. I thought

I would always have reason (barring something like dementia), but even that is

questionable at this point and it’s scary as hell.”
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Another example can be extracted for the emotion joy mean. The words most relevant

for the “joy” emotion are as follows: happy, goofy, symptoms, life, developing . They can

be seen in bold in the text that follows. As was theorized in the manual analysis, the text

itself does not express joy, but the words used are extremely positive, to refer to events that

no longer are.

“Desperately need help but can never seem to get results : I’m at a complete loss

and have no idea where to look. My whole life people have perceived me as the

funny, goofy extrovert. To be fair it’s a role I’ve given to myself, growing up

I would always try to dismiss anything I found negative with a joke. Being the

funny one allowed me to hide from reality and kept me happy. This worked fine

throughout elementary school and made me a pretty happy kid, yet in middle

school things started taking a turn for the worse. For as I can remember I’ve

struggled with ADHD and anger issues. After middle school and throughout high

school I started developing symptoms of anxiety, depression, insomnia, and

borderline bipolarism.”

Other relevant emotions like trust mean are triggered by words like accept, improve,

develop, plan, future. Some of these same words, for instance, also have a high value for

anticipation. Anticipation max can be exemplified by the following texts, where the trigger

words for this emotion are in bold.

“What is a painless and fast way to kill your self? : I’m just wondering,

because I consider committing suicide in the near future.”

“41m stuck in a dead end job. i dont have any skills to get a new job and i have

social anxiety. : i suffer from severe depression and social anxiety. i dont see

the light at the end of tunnel. all i see is darkness and it is consuming me. dont

know how long i can take this. i wish i can quit my job but i have a mortgage.”

In the case of this last text, “number”, which is introduced by the text preprocessing, also

has meaning for the emotion lexicon. In these two examples it can be seen that although

the emotion analysis assigns high value of anticipation for these texts, they hardly have the

positive component one would expect of this emotion.

Similarly, the semantic information has high importance, with the words depression,

suicide and depressed being the three more relevant features. This could indicate that

depressed people tend to be quite direct when speaking about their condition online, and
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thus can indicate what type of online communities should be monitored if one wanted to

be able to apply these systems to detect depressed individuals. As was mentioned, these

words are also very relevant for the sadness max feature. However, the word “scared” does

appear as relevant in the classification, but “fear” is not as relevant as the other emotions.

Finally, it is important to point out that there are many words that relate to time, the pass

of time, or the past. These are: last, ago, year, since, years, past, day, days, weeks, week,

months. This pattern of speaking of the past has been seen in the previous examples.

Despite being identified as relevant by the classifier, it has been observed that adding

contextualization information does not mean that classification will always improve. So

much so that, as can be seen in 4.4, sometimes adding this information can cause the

macro-averaged F-score to drop below the unigram baseline´s values.

The SHAP graph for the “moderate depression” class 4.6 was also obtained. Most

notably, the three topics which we can observe indicate against the belonging of a text to

this class. That is, a high presence of these topics indicates against the class. Two of them,

{number mg, side effects, sertraline, adderall} and {also they said, loving but, friends are

fake, were more afraid} appeared in Figure 4.5 as positively indicating severe depression.

The third one, {teacher, because either, bridge program, she is sick}, appears in Figure 4.7

as positively indicating the absence of depression.

Regarding emotion analysis, it can be seen that some emotions that helped classify a text

as “severe depression”, work in the opposite way for the classification of “moderate depres-

sion”. This is the case for anticipation max, sadness max, anger max, joy max, trust max.

Other emotions like fear mean and fear max also go against the classification as “moder-

ate depression”, while others such as disgust max and surprise max are not conclusive for

classification. One emotion that does favor the classification as “moderate depression” is

anger mean.

An example of anger mean is extracted using the computational method: “i knew it. :

you all don’t care, i hate you all f*cking people.” This text shows anger directed towards

other people, while the example “I hate myself and want to die : [removed]” shows anger

towards oneself.

In this class the word depression also appears as the first word in the tags list, with its

presence (high value) indicating mostly against classification as moderate depression, and

a low value appearing both for and against classification. Thus, the presence of this word

indicates against ‘moderate depression”, but its absence is not informative. Both different

words as well as others that had previously appeared in the graph for “severe depression”

can be seen on the graph, but their effect seems more indecisive.
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Figure 4.6: SHAP representation of the Random Forest algorithm application on the Dep-

Sign dataset, considering the features SIMON, emotions and topics, for the class “mod-

erate depression”. The black tags represent semantic information, while the blue tags

represent topic information, and the green ones, emotions.
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Finally, the SHAP graph for the “not depressed” class was also obtained. Analyzing

the topics extracted, two of them can be observed in this graph. The first one that positively

indicates “not depression” is {teacher, because either, bridge program, she is sick}, as was

mentioned. The second one is {right now happy, for solid number, hell forever, love their

fireworks}.

Again, regarding the emotions, joy mean and disgust max indicate against “not depres-

sion”. A few of the emotions are not conclusive, but fear mean, fear max, disgust mean and

trust max indicate against depression. Anger mean indicates depression, as was seen in the

two previous SHAP graphs. Fear mean, fear max, disgust mean, anger max and trust max

indicated the class “not depression”. A few example of these are as follows. For the dis-

gust mean emotion, there is the following example: “I live through temporary pleasure : I

just go day to day, that’s it. I lust for pleasures that deprive me once I’m gone because I

cannot have what others around me do”. For the emotion anger max, there is the text:

“Fighting Parents : What do I do if my parents are fighting and are on the brink of

divorce?”

Regarding semantic information, as has been seen, the word “kill” indicates positively

the classification for both the class “severe depression” and “moderate depression”, but in

this case, its presence indicates against the class “not depression”. Other words such as

suicide, depressed and depression also tend to indicate against the class. Some other words,

such as pain, tired, that were indicative of classification in the class “severe depression”

appear, but are quite inconclusive.
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Figure 4.7: SHAP representation of the Random Forest algorithm application on the Dep-

Sign dataset, considering the features SIMON, emotions and topics, for the class “not

depression”. The black tags represent semantic information, while the blue tags represent

topic information, and the green ones, emotions.
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4.4.2 Results of the Spanish dataset

In the case of the dataset, in Spanish, the macro-averaged F-score results can be found

in the table 4.6. The best classifier is Linear SVC, using Transformers without emotion

or topic information, with a macro-averaged F-score of 93.32%. Contrary to the case of

the DepSign dataset, the feature extraction done by the Transformer models provides much

higher macro-averaged F-scores than with SIMON, the best of them being roughly a 10%

better than the best of the scores provided by SIMON. It can be observed that for certain

combinations of features and classifiers, the unigram baseline (as was also the case in the

DepSign dataset) can sometimes provide better classification metrics that the ones provided

by SIMON. However, because of the simplicity of the baseline, it would be expected for the

results to be less generalizable.

Dataset Spanish

Classifier Forest of KNeighbors Linear Polynomial

randomized trees Classifier SVC SVC

Feature Emotions Topics Number of

extraction Emotions Topics topics

Unigram NO NO 0 83.18 79.59 82.87 80.42

baseline

NO 0 82.27 77.11 80.75 80.57

NO

YES All (21) 83.30 79.08 82.42 82.57

NO 0 82.42 75.28 79.84 79.24
SIMON

YES

YES All (21) 83.31 77.40 82.73 80.61

NO 0 90.14 89.67 93.32 83.57

NO

YES All (21) 90.60 88.29 90.76 83.33

NO 0 89.99 89.37 93.02 83.57
Transformers

YES

YES All (21) 90.60 88.45 90.30 83.33

Table 4.6

The computational costs for this dataset can be found on Table 4.7. As was previ-

ously mentioned, the Transformer, SIMON and Emotion features process both the train or

test set as-is. The “all topics” feature considers the fit-transform of the train set, and the
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transform of the test set. In this case, the normalized training time, training energy and

prediction energy are three orders of magnitude larger for the Transformer models, while

the normalized prediction energy is two orders of magnitude greater. It is possible that the

amount of time and energy required are not linear during the execution of these models,

and because this dataset has a much smaller size, the costs are less distributed among the

samples. Again, this increase in costs must be weighed against the improvement of the clas-

sification capabilities of the method. In this case, however, the much greater improvement

may tip the scales in favor of using the better system, if a higher classification performance

is required.

Normalized Normalized Normalized Normalized

Model training prediction training prediction

time (s) time (s) energy (kW) energy (kW)

Transformers 1.02E-01 9.40E-02 3.99E-06 3.69E-06

SIMON 1.45E-04 1.40E-04 4.62E-09 4.79E-09

Emotions 4.69E-05 6.13E-05 1.05E-09 1.56E-09

All topics 2.17E-02 1.79E-02 4.57E-07 3.77E-07

Table 4.7: Computational costs for the Spanish dataset.

As was done previously, Figure 4.8 shows the costs in terms of energy and time. As was

the case with the DepSign dataset, the distributions of costs is similar, with the Transformer

model having a much larger cost in terms of energy and time, while SIMON and emotions

overlap near the zero.

Figure 4.9 shows an even more dramatic separation between the results of the Trans-

former model and SIMON, with the results crowded on opposing sides of the graph. So

much so, that the data point showing the SIMON + Topics feature combination is hidden

behind the SIMON + Emotion + Topics combination.

Another relevant thing to note about the computational costs is that, same as it hap-

pened in the DepSign dataset, the energy required to extract emotions is lower than all

other methods used. This is congruent with the implementation of EmoFeat, as it is a

straightforward method. This is favourable in the case of the DepSign dataset, since adding

these methods with little extra cost consistently improve the results obtained. In the case

of the Spanish dataset, however, this is not the case, since adding emotion information

actually reduces the F-score. Since the Spanish emotion lexicon is of a much smaller size
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Figure 4.8: Comparison of the costs as given by the normalized time and duration of the

analysis, for both the training and prediction phases, for each model, in the Spanish dataset.

The horizontal axis represents the normalized time (per text processed) in milliseconds,

while the vertical axis represents the normalized energy (per text) in milliwatts. The colors

of the data points, as can be seen on the legend on the inferior side of the image, represent

the models. The graph on the left represents the training phase, and the on the right the

prediction phase.

than the DepSign dataset, this difference in results may be caused by the Spanish emotion

lexicon having less coverage.

Finally, as was with the DepSign dataset, the difference in size of the vectors generated

by SIMON and the Transformer model is even greater, with SIMON generating vectors of

size 48, while the ones by the transformer are of size 1024. Again, if large datasets are

considered, this difference in size could become significant.
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Figure 4.9: Comparison of the costs as given by the normalized time and duration of the

analysis, for both the training and prediction phases, for each model, in the Spanish dataset.

Figure 4.10 is, as previously, generated using SHAP, and allows for the analysis of

individual feature importance. However, as the dataset was in Spanish, the labels for

this image have been translated to English, trying to preserve the details implied in the

Spanish words. As such, where there was no direct word for word translation, more words

may have been used, or clarification between square brackets included. Again, topics are

colored in blue, while emotions are colored in green, and semantic information remains in

black. The forest of randomized trees algorithm was also used for this diagram.

Because this dataset is a binary classification, the positive SHAP values can be inter-

preted as indicating depression, while the negative ones indicate the absence of it. When

analysing this dataset, the first thing that can be seen is that in this case, the emotions

seem to have less importance for classification, with only “sadness max” appearing in the

tags displayed, and indicating the presence of depression. Again, the reduced importance

of emotions in the Spanish dataset compared to the DepSign dataset could be due to a

decreased coverage of the emotion lexicon (see Sect. 4.2).
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Figure 4.10: Translated SHAP representation of the Random Forest algorithm application

on the Spanish dataset, considering the features SIMON, emotions and topics. The black

tags represent semantic information, while the blue tags represent topic information, and

the green ones, emotions.
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The first two items on the graph ({retweet, url}, {there is no, url hashtag, of, over}) are
topics that convey information about behaviours and language pertaining to this specific

social media. The presence of these topic indicates that it is likely that the tweet is not

depressive, but their absence does not give information about the classification of the text.

Still, it gives information on the usage of links to outside content, hashtags and retweeting

that could be useful for an initial filtering.

Both topic information and semantic information indicate as favourable for depression

classification themes that are known to be signs of depression, such as problems with sleep,

tiredness, and hopelessness [44]. While emotion contextual information is used to some

degree for the classification of this dataset, the contextual information provided by topic

information is much more relevant. These topics are distributed differently depending on

the class, as can be seen in Figure 4.11. The labels on this image are not translated. Instead,

the translated version can be found on Table 4.8, which has also been edited for legibility.

The topic number is displayed in both Figure 4.11 and Table 4.8. The bars displayed

represent the normalized frequency of the topic in each class, starting from the bottom. As

such, the lowest orange bar is topic 0, the blue bar on top of it is topic 1, and so forth.

Figure 4.11: Distribution of topics per class for the Spanish dataset, where 1 indicates the

class “depression” and 0 the class “not depression”.
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Topic number English translation

0 {retweet, url}

1 {God, friends, remains, I want to die}

2 {treatment number, of number, number}

3 {life, crap, with my life, is crap}

4 {status of visit, of river, url url url, profile visit}

5 {there is no, url hashtag, of, over}

6 {low point, am, somebody, I feel that no}

7 {of depression, depression is that, in reality, if anyone}

8 {venezuela, case, president, mexico}

9 {want to cry, I want to, pain, want to go away}

10 {desire for sleep, can´t sleep, want to sleep, fall asleep}

11 {psychologist [female], the medication, link, panic}

12 {I feel so, hurts, bad, it empties me}

13 {so much time, all the time, concealing, pretending}

14 {am tired, tired of everything, am a disaster, of everything am}

15 {strength, have fear of, sleep, no more}

16 {I am not, enough, nothings matters to me}

17 {from bed, bed I, that my life, friends}

18 {want to die, of living, I did not do it, die, stuart}

19 {barons, I feel empty, symbol, family}

20 {everything is so, they wouldn’t arrive, my men are, my room stinks}

Table 4.8: Translated topics for the Spanish dataset. The topic number corresponds to the

numbers displayed on Figure 4.11.
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It can be easily seen that the distribution of topics is different in both classes. In the

“depression” class, topic 8 is not present, which relates to political themes, while topics 4

and 5 are barely present. Topic zero, which translates to {retweet, url} has a much lower

frequency, which can indicate differences between the online behaviours of people with

and without depression, since not depressed people seem to retweet more and use more

hyperlinks. This conclusion is similar to the one extracted analysing the SHAP graph.

Likewise, there are topics that do not appear in the non-depressed class: topic 13 ({so
much time, all the time, concealing, pretending}) and topic 16 ({I am not, enough, nothings

matters to me}). Both of these topics are well correlated with depressive symptoms, al-

though are not exclusive to depression. Similarly, topics 3, 6, 7, and those between 9 and 19,

are lower in the not depression class. This makes sense, since most of these are depression

related, with themes such as wanting to cry, being in pain, wanting to sleep, discussion of

psychologists and medication, panic, being tired, not feeling enough, and so forth.

Despite this, it can be seen that both topics 1 and 20 are high in both depression and

not depression classes, which could indicate themes that are not exclusive to depression.

Also, as can be seen on Table 4.8, some of the topics do not seem to be clearly defined (like

19 or 20) which makes them hard to interpret, and could also be introducing noise in the

classification. In addition, the complete absence of texts without certain themes in a class

may indicate that there are not enough texts in the dataset, since themes like politics are

not exclusive to non-depressed people. As such, when applied to real world cases, this could

cause the classifier to automatically classify any texts related to politics as not depressive.

Similarly, topic 13 and 16, which cover themes such as pretending or concealing oneself,

as well as feelings of not being worthy or of apathy, are related to depression, but not

necessarily exclusive, but are only present in the depression class. For this reason, the topic

information extracted from this dataset could benefit from a larger dataset.
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Conclusions and future work

After the development of this work, all the objectives have been achieved. The first Objec-

tive 1 of collecting and studying datasets and different resources was explained at length in

the Chapter 3 and Chapter 4, in Section 4.2 .

Addressing Objective 2, as has been mentioned during the analysis of the results for both

datasets (Section 4.4), contextualization through emotion and topic information has proven

to be informative in the detection of depression, being capable of generating information

useful beyond the current task. This information has been shown to relate well to signs

that indicate depression, but is further capable of providing concrete examples of behaviours

that may be indicative of its presence. This information has been specially relevant in the

DepSign dataset, where both topics and emotions have been considered by the classifier as

being relevant to classification. Many concrete examples have been extracted and examined,

giving real world examples of characteristics related to depression. For instance, the topic

covering medications, or the presence of words such as depression, suicide and depressed,

strongly indicate severe depression, showing that there are concrete examples than can be

learned from interpreting results obtained from ML algorithms. In the Spanish dataset,

however, emotions have been less informative. Comparing dataset and emotion lexicon

size, though, it can be theorized that a lower emotion lexicon coverage might have led to

worse emotion information, and likewise, having less texts might have made it harder for the
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BERTopic library to extract enough topic information, although insight has been extracted

from the topics.

Addressing the final Objective 3, we have identified a clear candidate application in the

experiments carried out in which the trade-off between computational costs and classifica-

tion performance is appropriate. Thus, while it is undeniable that state of the art techniques

provide a unique opportunity for applications in many fields, it must be noted that, for oth-

ers, such advances techniques may not be necessary, as pre-existing techniques may offer a

better balance between computational cost and results for suitable scenarios. In this work,

such a candidate application has been found for the DepSign dataset. Thus, unless the

application requires the highest possible F-score, the best classifier that was obtained in

this work, a forest of randomized trees with a features obtained using Transformers and

emotions (without topics) could be substituted by the features extracted from SIMON with

emotions. This way, the F-score would only be reduced by roughly a 2%, but costs would

be more than a hundred times smaller.

Finally, it is worth mentioning that the interpretability of classifiers is of great value as

the analyses performed in this work depend on the interpretability of the different learners.

This allows us to gain insights into the classification process and extract aggregated knowl-

edge. As such, not only can this information be applied for further uses, but the functioning

of the algorithm can be better assessed and understood. This is of great importance, spe-

cially in any areas related to health, as the implementation of these methods will require of

the understanding and acceptance of clinicians.

There are some limitations to this work that must be noted. Firstly, the datasets

used model depression as a discrete category, but the depression condition is far more

complex, including major depression and persistent depressive disorder, among others [44].

This nuisance may affect the generalization capabilities of the developed learning models,

as it simplifies the original problem. Finally, simple learning algorithms were applied to

all models, in order to preserve their interpretability and thoroughly study the effect of

the computed features, avoiding the side effect of more complex methods. However, it is

likely that more complex learning algorithms would have outperformed the ones chosen.

Instead, this work addresses the study of depressive language and thus we have not aimed

to maximize the classification performance.

Despite these limitations, we consider that the models described in this work offer useful

insight. For future work, in order to surpass these limitations, the usage of more nuanced

datasets that make a distinction between types of depression is proposed. This would require

clinical diagnosis by trained professionals. This interdisciplinary approach of cooperation
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with mental health professionals could improve the outcomes of this experiments, as well

as the quality of the knowledge extracted. In addition, in this work we have considered

depression as an static label. However, this disease develops over a period of time. For

this reason, further analysis of post history, that is, taking time into account, could be

used to detect early signs of the disorder. Furthermore, additional testing combining the

text representations provided by SIMON and Transformer models could be used to analyze

whether the combination of both methods could provide additional information.
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APPENDIXA
Impact of this project

In this appendix, the impact caused by this project will be assessed. Thus, the social,

economic, environmental and ethical aspects will be analysed.

A.1 Social impact

As was introduced previously, depression is a widespread mental disorder that causes a

great deal of suffering both to the person suffering it, as well as to those close to them. In

addition, the costs of depression, both direct and indirect, take up the resources of society.

By addressing issues related to this matter, this project aims to aid in providing means to

better treat those who need it, and thus reduce the personal and societal costs caused by

depression.

A.2 Economic impact

Early detection and treatment of depression can not only improve the outcome of the illness,

but can also greatly reduce the costs associated with it, including treatment and medication,
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but mainly, the indirect costs, which include medical leaves and reduced productivity. It is

estimated that the cost of depression in Spain approaches the 1% of GDP [45]. If detection

systems similar to the one suggested in this work were to be implemented, it would be

possible to reduce this costs by providing better access to treatment.

A.3 Environmental impact

It is undeniable that the ever growing complexity of algorithm, as well as the increasing

amounts of data available, are driving the energy consumed in natural language and machine

learning algorithms. This work has tried to be conscientious of this matter, by proposing

alternatives in order to decrease the energy consumed when performing the calculations

needed for this implementation.

A.4 Ethical impact

On the ethical impact of this work, it is important to use these technologies in order to

improve quality of life of people with mental health conditions. Their use for purposes of

discriminating against or otherwise going against their well-being must be prohibited by

law.

ii



APPENDIXB
Economic budget

In this chapter, the economic budget of this project will be estimated, including the physical

and human resources that have been used.

B.1 Physical resources

The physical resources used for this project include the use of a GPU Nvidia Titan X, as

well as access to a remote server with 128 GB of RAM and 1T of disk space. It is estimated

that this service would have cost around 400e had it been hosted on the web.

B.2 Physical resources

To determine the approximate cost in human labor this project would have taken, the

amount of hours it took for completion was estimated. This came to be estimated to around

350 hours. The gross expected salary for a recent engineer graduate is approximately 1460e

a month, which would be around 8.7e an hour. Thus, the total approximate cost of this

project for the hours taken by the student would be 3045e. To this cost, the salary of the
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supervisor should be added.
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