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Resumen

Los valores morales son principios fundamentales y convicciones que guian cémo las per-
sonas actdan y se relacionan con los demas, influyendo en sus decisiones y comportamientos
éticos diarios. Comprender las limitaciones en la deteccion de estos valores es crucial, es-
pecialmente en medios digitales, donde la interpretacién de la moralidad puede ser més
compleja debido a la diversidad de contenido y contexto. Las plataformas digitales han
revolucionado la forma en que las personas se comunican e interactian, generando una cre-
ciente necesidad de asegurar que el contenido compartido sea adecuado. Identificar estos
valores puede permitir entender mejor las intenciones y mensajes subyacentes en el con-
tenido, haciendo més conscientes a las personas de cémo este puede influir en la percepcién

y toma de decisiones.

Este trabajo se centra en la evaluacién del desempeno de modelos basados en trans-
formadores BERT y RoBERTa, que representan el estado del arte en el procesamiento del
lenguaje natural (PLN) en una variedad de aplicaciones. En particular, se investiga la ca-
pacidad de estos modelos para detectar la moralidad en textos utilizando los fundamentos
éticos definidos en la Teoria de los Fundamentos Morales (MFT), que distingue cinco rasgos
morales y diferencia entre vicio y virtud. Ademads, se analizan diferentes niveles de comple-
jidad en la deteccion de la moralidad y se explora el impacto en los modelos al incorporar
informacién subjetiva y detalles adicionales mediante el uso de recursos 1éxicos que reflejan
emociones y moralidad. Finalmente, se examina cémo estos enfoques se desempenan en

diferentes dominios y de qué manera benefician la comprensién del texto.

Los resultados obtenidos resaltan que la inclusién de estos léxicos, aunque depende de
la complejidad de la tarea, tiene un impacto positivo en la capacidad de los modelos para
distinguir la moralidad subyacente en el texto. Esta mejora se observa tanto en situaciones
similares al dominio de entrenamiento como en dominios distintos, lo que evidencia la
efectividad de los enfoques que integran datos enriquecidos con perspectivas subjetivas

para aumentar la robustez de los modelos.

Palabras clave: Valores Morales, Procesamiento de Lenguaje Natural, Transformers,

Modelos de Lenguaje, Bert, Roberta






Abstract

Moral values are fundamental principles and convictions that guide how people act and
relate to others, influencing their daily ethical decisions and behaviours. Understanding the
limitations in the detection of these values is crucial, especially in digital media, where the
interpretation of morality can be more complex due to the diversity of content and context.
Digital platforms have transformed the way people communicate and interact, creating a
greater need to ensure that the content shared is appropriate. Identifying these values
can allow for a better understanding of the intentions and underlying messages in content,

making people more aware of how it can influence perception and decision-making.

This work focuses on the evaluation of the performance of models based on BERT and
RoBERTa transformers, which represent the state of the art in natural language processing
(NLP) in a variety of applications.In particular, the ability of these models to detect morality
in texts is investigated using the ethical foundations defined in Moral Foundations Theory
(MFT), which identifies five moral traits and distinguishes between vice and virtue. It also
analyses different levels of complexity in morality detection and explores the impact on
the models of incorporating subjective information and additional detail through the use of
lexical resources reflecting emotion and morality. Finally, it examines how these approaches

perform in different domains and how they benefit text comprehension.

Results show that the addition of these lexicons, despite depending on the complexity
of the task, positively influences the models’ ability to distinguish the underlying morality
in the text. Results improvement is observed in both situations, similar to the training do-
main and in different domains, demonstrating the effectiveness of approaches that integrate

enriched data with subjective perspectives to increase the models’ robustness.

Keywords: Moral values, Natural Language Processing, Transformers, Language Model,

Bert Model, Roberta Model

111






Agradecimientos

Deseo expresar mi mas sincero agradecimiento a todas las personas que, de una manera u

otra, han contribuido al desarrollo de este trabajo durante los dltimos meses.

En primer lugar, quiero agradecer profundamente a Oscar por aceptar la responsabilidad
de ser mi tutor, brindando su confianza durante este proceso de investigacién. Su dedicacién

y apoyo han sido esenciales para llevar a cabo este trabajo.

Gracias también al Grupo de Sistemas Inteligentes, por recibirme con los brazos abiertos
y por su constante apoyo. Su experiencia y danimo han sido de gran valor; sois personas

maravillosas y me he sentido muy acogida, como en una familia.

No puedo olvidar el enorme respaldo brindado por mis amigos. Sofia, gracias por hacer
estos dias en la escuela mas llevaderos, me llevo a una hermana de aqui. Y por supuesto,
quiero expresar mi mas profundo agradecimiento a mi madre y a mi hermana por su apoyo

incondicional, espero que estéis orgullosas de mi.






Contents

Resumen

Abstract

Agradecimientos

Contents

List of Figures

1 Introduction

1.1 Context . . ..............
1.2 Research Questions

1.3 Structure of this document

2 Enabling Technologies
2.1 Libraries and Frameworks
2.2 Transformer Models

2.2.1  Architecture

2.2.2 BERT and RoBERTa Models

3 Related Work
3.1 Feature Extraction Methods
3.2 Transformer models for morality detection

3.3 Additional Knowledge into Large Language Models

111

VII

XI



4 Proposals
4.1 Complexity of morality detection . . . . . . . .. . ... ... ... ...

4.2 Knowledge Addition . . . . . . . . . . ... ...

5 Methodology

5.1 Model . . . .. e
5.2 Datasets . . . . . . . e
5.3 Lexicon approach . . . . . . . . . .. L
5.4 Metrics . . . ..
5.5 Experimentation . . . .. ... .. L L

5.5.1 Data Pre-Processing . . . . .. ... ... ... . ..

5.5.2 FineTuning . . . . . . . . . ...

5.5.3 Generalization Across Domains . . . . . . . .. ... ... .. ....

5.5.4 Diverse Annotator Perspectives . . . . . . . .. ... ... ..

6 Results

6.1 Baselines . . . . . ..
6.2 Prompting . . . . . . . L
6.3 Cross Dataset . . . . . . . .. .. e
6.4 Diverse Annotator Perspectives . . . . . . . ... ... ... ... ...

7 Conclusions and future work

7.1 Conclusions . . . . . . . . .
7.2 Research Outcomes . . . . . . . . . . . e
7.3 Future work . . . . . ...

8 Impact of this project

8.1 Social, ethical, economic and environmental impacts . . . . ... ... ...



8.2 Detail of Impacts . . . . . . . . ... 62

8.3 Sustainable Development Goals . . . . . .. ... .. ... ... ... 63
8.4 Emission Impact Detailed . . . . . . . .. ... o oo 64
8.5 Conclusion . . . . . . . . . . .. 65
9 Economic budget 67

Bibliography i






List of Figures

2.1

2.2

2.3

2.4

2.5

2.6

2.7

3.1

4.1

4.2

5.1

5.2

5.3

0.4

5.5

Project technologies overview . . . . . . . .. ... .. L L. 7
RNN vs LSTM architecture [1] . . . . . ... ... ... .. .. ... .. 8
The Transformer Model architecture [90] . . . . . . ... ... ... .. ... 9
Multi-Head Attention component [1] . . . . . ... ... ... ... .. ... 11
BERT Masked Language Modelling [90] . . . . .. ... ... ... ..... 12
BERT multitask architecture [90] . . . . . . . .. ... ... .. ... 12
BERT architectures, based on the original implementation in [90] . . . . . . 13
Moral Foundations Theory [2]. . . . . . ... ... ... ... ....... 17
Final system overview. . . . . . . . . . .. ... 22

An example of the ELECTION dataset applied to the different templates

and lexicons. . . . . . . e 25

MoralStrength Lexicon approach. Lexicon used to select one (left) or multiple

morals (right) based on the difference with the neutral value. . . . . . . .. 30

DepecheMood(++) Lexicon approach. Mean emotion probability is calcu-
lated, and the highest (black circle) is selected to represent one emotion, or

the highest (black, blue, red circles) to represent several emotions. . . . . . 31
Fine Tune Model for tasks defined. . . . . . ... ... ... ... .. .. .. 34

Fine-tuning procedure where models are trained with the specific annotations

of n different annotators. . . . . . . . . ... L 36

Proposed ensemble method that combined the predictions on the different
perspectives of the base models with the textual input through a prompt

approach. . . . . . .. 37



6.1

6.2

6.3

Comparison of moral presence detection using different prompts and lexicons,

distribution of difference between baseline and lexicon approach . . . . . . .

Comparison of moral presence detection using different prompts and lexicons,

distribution of difference between baseline and lexicon approach. . . . . ..

SHAP values of interesting tokens. Positive values indicate relevance towards

the positive class, while negative values indicate otherwise.. . . . . . . . ..

50

51



CHAPTER

Introduction

1.1 Context

Digital platforms have transformed the way we communicate and share information, becom-
ing a habitual part of our daily lives. With the vast amount of linguistic and multimedia
data published daily on the Internet, we are constantly exposed to a flow of information
that can influence various aspects of our lives, from our online behaviour and interaction

with other users to our perception of reality and participation in the public sphere [65].

Platforms such as Twitter, Reddit and portals news act as daily channels for people to
share their views, ideas and to stay informed about global issues [30]. However, this access
to information could lead to debates and conflicts that could be very divisive and contain
biased justifications [74]. The presence of sensitive topics such as vaccination [20], climate
change or political debates tends to provoke divergent opinions and elicit strong reactions
from people influenced by their environment and political preferences [20, 94]. Indeed, online
conversations that may reflect different values, ideologies or political affiliations also take
place on these platforms [44, 17, 93, 47], which can lead to phenomena such as radicalisation

or religious and political hate [92].

It’s fundamental to recognize that these matters are related to individual moral prin-
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ciples that differ from person to person, influencing in how we perceive and address these
issues [80]. These differences, shaped by culture and historical context, generate a vari-
ety of viewpoints that contribute to polarisation in public debate [16]. There is where
the importance of moral values awareness come into action. These are defined as innate,
emotional foundations that guide our perceptions, ethical decisions and influence social
judgements [33]. Social psychologists, such as Jonathan Haidt and Joseph Graham, claim
that humans have five innate moral foundations that influence our choices [35], leading to
the definition of Moral Foundations Theory [32]. The MFT proposes, initially, five moral
foundations. Each foundation expresses a vice and a virtue polarity: (1) the care/harm foun-
dation which deals with the sensitivity towards the suffering of others; (2) fairness/cheating
covering aspects of reciprocity and motivations to be fair; (3) loyalty/betrayal covering
aspects of in group cooperation, and the intuition of being loyal to one’s group; (4) au-
thority /subversion is related to the innate intuition of endorsing hierarchies that we find
just; (5) the purity/ degradation foundation which deals with our innate drive of preferring
cleanliness of body and soul over hedonism. Recently, the foundation (6) liberty/oppression
was added, which deals with the feelings of reaction and resentment that people feel towards

those who dominate them and restrict their freedom.

Since people use these platforms to express their beliefs and opinions, social media are
loaded with very different moral content, values and beliefs, which can generate arguments

and a hostile tone [22] when any of the sensitive issues, mentioned above, come into play.

Due to the language used in these discussions can reveal information about the moral
values of the individual who wrote it [46, 31], ability to detect through the use of intelligent
systems makes it possible not only to study phenomena such as opinion formation and
improve online communication, but also to create more ethical and responsible intelligent

systems, a central concern today [55, 87, 83, 72].

However, such morality detection can face challenges due to the complexity of human
language, the lack of domain knowledge and annotated resources in different contexts.
Classifiers are often trained without taking into account that moral values are related and
vary according to the domain or domain of discussion [60, 59]. These limitations may
interfere with the ability of language models to fully capture the diversity and complexity
of moral expressions in different situations and domains, making it difficult to understand

these values.
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1.2 Research Questions

This section outlines the fundamental research questions guiding the project, focusing on
the influence of task complexity on moral prediction in text and the integration of subjective
information into learning models. It also outlines the overall aims of the project in address-
ing these questions and advancing the understanding of automated moral estimation. The

paper aims to answer the following research questions:

RQ1: How does varying levels of task complexity impact the accuracy and
performance differences between two models used for moral prediction in text?;
this question delves into the influence of task complexity on the effectiveness of models in
predicting moral values in text. By assessing performance across different complexity levels,
the study seeks to understand how training efficiency is affected and identify strategies to
mitigate negative impacts. Following this, it is also study RQ2: What is the effect
of integrating subjective information, such as emotions and moral knowledge
in text, on the generalization capacity of learning models used for automated
moral assessment?; that explores the impact of incorporating information into learning
models on their ability to generalize moral evaluation. By quantifying the generalization

capacity, the study aims to evaluate the effectiveness of the model’s performance.

In addition to these primary research questions, related with moral estimation, the
project also incorporates the following (detailed in [71]): RQ3: To what extent can the
diversity of views in moral annotations be useful for automated moral assess-
ments?; that investigates the usefulness of incorporating diverse perspectives from moral
annotations in improving automated moral estimators and RQ4: Is it possible to au-
tomatically assess whether a text is challenging to annotate?; to investigate the
feasibility of automatically determining the difficulty of annotating a text based on the level

of disagreement between annotators.

1.3 Structure of this document

In this section we provide a brief overview of the chapters included in this document. The

structure is as follows:

e Chapter 1 provides an overview of the context of the problem, the main aims of the

research and the structure of this work.

e Chapter 2 presents the technologies and libraries resources that enabled to carry on

3
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the implementations.

e Chapter 3 details the state of the art in technologies and techniques previously used

for moral detection in text.

e Chapter 4 presents in detail the research proposals suggested addressing the identi-
fied problem and the defined objectives.

e Chapter 5 describes the resources, including models and the metrics used, as well

as a description of the implementation of the experiments.
e Chapter 6 offers a detailed description of the results obtained.
e Chapter 7 presents general conclusions and future work.

e Chapter 8 and Chapter 9 provide details about the ethical, economic, social, and

financial aspects.



CHAPTER

Enabling Technologies

2.1 Libraries and Frameworks

This project was implemented using the Python programming language [11]. It is an inter-
preted, object-oriented, high-level programming language with dynamic semantics and is
the most widely used computer programming language, especially in the fields of data sci-
ence and machine learning. Its extensive ecosystem includes various libraries for processing,
manipulating and visualising all types of data. Some notable libraries include NumPy for
numerical computing, NLTK for natural language processing, Pandas for data manipulation

and analysis, and Seaborn for statistical data visualisation.
To carry out the different experiments, the following libraries have been used:

Pandas [8]: library that simplifies the tasks of data manipulation in Python. It provides
easy to use data structures and tools for loading, cleaning, transforming and preparing
structured datasets for modelling. Pandas is built on top of two core Python libraries:
matplotlib for data visualization and NumPy for mathematical operations; it also acts as a
wrapper over these libraries, allowing the access many of matplotlib’s and NumPy’s methods

with less code. Some key features offered by the project are:
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e Creation and manipulation of dataframes for Tabular and CSV data
e Tools for handling missing data, duplications, formatting issues etc.

e Apply mathematical operations for fast data transformation

MatplotLib [7]: is a widely-used Python library for data visualization. It provides a
wide range of functions for creating static plots, interactive plots, scatter plots, histograms,
bar charts, among other types of visualizations. Matplotlib is flexible and powerful, making
it a fundamental tool for data exploration and communication in fields such as data science,
engineering, academic research, and many others. Moreover, his primary purpose is to

provide the tools to represent data graphically, making it easier to analyze and understand.

Seaborn [10]: it is also a Python library used to plot graphs using Matplotlib, Pandas
and Numpy. It is built on top of Matplotlib and helps to visualise univariate and bivariate
data, making it easier to create. It uses a variety of themes to decorate Matplotlib graphs
and is commonly used for data science and machine learning tasks, providing a high-level
interface for drawing attractive and informative statistical graphs. Additionally, Seaborn
offers support for complex visualizations such as multi-plot grids and categorical plots,

making it a versatile tool for data analysis and exploration

HuggingFace Transformers [6]: is an open source Python library that provides access
to thousands of pre-trained Transformers models for natural language processing (NLP),
computer vision, audio tasks and more helping users to build, deploy and train machine
learning models. Founded in 2016 by French entrepreneurs Clément Delangue, Julien Chau-
mond, and Thomas Wolf, the company originally developed a chatbot app of the same name
for teenagers, but is evolving into a hosting platform for natural language processing and
machine learning domains; it simplifies the process of implementing Transformers models
by abstracting the complexity of training or deploying models in lower-level ML frameworks
such as PyTorch, TensorFlow, and JAX. This resource hosts a large collection of open source
machine learning models and datasets, and provides access to the models implemented in

this project.

Scikit-learn (Sklearn) [9]: is an open-source machine learning and data modeling
library for Python. It provides a selection of efficient tools for machine learning and statis-
tical modeling, including classification, regression, clustering, and dimensionality reduction.
This library is built upon NumPy, SciPy, and Matplotlib, allowing for data manipulation

and preprocessing for experiments.

Ekphrasis [15]: is a text processing tool designed specifically for text from social net-
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works, such as Twitter or Facebook. Ekphrasis performs tokenization, word normalization,
word segmentation (for splitting hashtags), and spell correction, using word statistics from
two large corpora (English Wikipedia and 330 million English tweets from Twitter). This
tool allows the preprocessing and adaptation of raw data into a more suitable form for

machine learning models.

MoralStrength [12]: framework that contains functions to access to MoralStrength
lexicon, which enables researchers to extract the moral valence from a variety of lemmas in

texts.

Autorank [36]: is a simple Python package with functions to simplify the comparison
between (multiple) paired populations and to automatically compare populations defined in
a block design data frame. There are five variants of statistical tests a Bayesian signed-rank
test, a paired t-test, a Wilcoxon or repeated measures ANOVA with Tukey’s HSD as a

post-hoc test, depending on the data distribution and the number of classifiers.

CodeCarbon [5]: is an open source tool designed to track and calculate the carbon

impact associated with computational workloads.

The project environment used was Jupyter Notebook, which is a web interpreter for
creating and sharing interactive documents containing executable code, equations, visual-
isations and narrative text. It is especially useful for experimentation and presentation of
analysis, allowing separate code snippets to be run and results to be viewed immediately.
The Jupyter environment is used through Jupyter Hub, provides an interface that sup-
ports multiple documents, such as notebooks, and tools in a single window, allowing the

management of complex projects. An overview of the structure is shown in Figure 2.1.

DATA MANIPULATION Ekphrasis
1 MoralStrength
GPU |4l pandas 7% Numpy
NATURAL LANGUAGE

1\ PROCESSING

" Jupyter

e 2
~ Hugging Face

.feam

MACHINE LEARNING
\_ IMPLEMENTATION Y,

DATA VISUALIZATION

seab@rn  matplstlib

Figure 2.1: Project technologies overview
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2.2 Transformer Models

Prior to the arrival of Transformers in 2017, Convolutional Neural Networks (CNNs) and

Recurrent Neural Networks (RNNs) were the predominant methods in deep learning.

CNNs are structured with layers of convolutional filters that learn hierarchical represen-
tations of features in images or text. These filters are applied across input data to extract
local patterns, such as word embeddings or n-gram features, which are then aggregated
to form higher-level representations. However, CNNs are primarily used for image-related

tasks.

RNNs are characterised by connections that form directed cycles, enabling them to
retain memory of past inputs. This recurrent structure allows RNNs to capture temporal
dependencies in sequential data, making them suitable for tasks such as speech recognition,
language modelling and machine translation. However, they face challenges in understand-

ing long-range dependencies and maintaining memory over long sequences of text.

New architectures like Long Short-Term Memory (LSTM), address some of these limi-
tations by introducing a memory cell mechanism. This mechanism enhances their ability to
capture and retain information over longer sequences more effectively. However, even with
greater memory capacity, LSTM networks still encounter challenges in effectively handling

large volumes of text data (Figure 2.2).

RNN Unit LSTM Unit

Figure 2.2: RNN vs LSTM architecture [1]

In 2017, a breakthrough occurred with the introduction of a family of models called
‘Transformers’ which belong to the category of Large Language Models (LLM).

These models transform natural language processing by relying entirely on the ‘attention’

8
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mechanism for processing large amounts of sequential data [90].

2.2.1 Architecture

Transformer models revolutionized the field of Natural Language Processing (NLP) and

machine learning by introducing novel mechanisms that significantly enhance the handling

of sequential data. Figure 2.3 illustrates the overall architecture of these models.

Output
Probabilities
g } ™\
Add & Norm
Feed
Forward
' )\ Add & Norm
_ :
CEtE, M) Multi-Head
Feed Attention
Forward JED) Nx
S
N Add & Norm
f—bl Add & Norm l Masked
Multi-Head Multi-Head
Attention Attention
L At
\ — J \ _J)
Positional D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs QOutputs

Figure 2.3: The Transformer Model architecture [90]

The key components of Transformer models are:

¢ Embeddings: these are vectors that represent input tokens or words, capturing their

semantic meanings and allowing the model to understand the contextual information

of each token within the input sequence.

e Positional encodings: positional encodings are added to the input embeddings to

9
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10

provide information about the position of each token within the input sequence. Since
Transformers do not inherently understand the sequential order of tokens, positional
encodings help the model distinguish between tokens based on their position in the

sequence.

Self-Attention Mechanism: ‘self-attention’, also known as ‘auto-attention’, is a
mechanism that allows the model to weigh the importance of different words in the

input sequence based on their relevance to each other.

Multi-Head Attention: ‘multi-head attention’ extends the ‘self-attention’ mecha-
nism by allowing the model to attend to different parts of the input sequence simul-
taneously. This technique that allows the model to pay attention to different parts of
the input sequence simultaneously, and capture patterns of long-range dependencies

in the input sequence (Figure 2.4).

Scaled Dot-Product Attention: it is used to calculate the importance of each

word relative to other words in the sequence.

Feed-Fordward Network: a dense layer of neural networks that is applied after the
‘multi-head attention’ mechanism in each block of the Transformer network, found in
both the encoder and decoder layers. This layer consists of two linear transformations,
each followed by a non-linear activation function, such as the ReLLU activation func-
tion. Applied independently to each position in the sequence, this network enables the
model to capture complex patterns and relationships within the data, transforming

the vectors into a representation more suitable for the output task.

Encoder: it consists of multiple layers, each containing a ‘self-attention’ mecha-
nism followed by a feed-forward network. The ‘self-attention mechanism’ enables the
encoder to capture dependencies between tokens in the input sequence, while the
feed-forward network helps to refine these representations further. The output of the

encoder is a sequence of ‘context-aware’ embeddings for each token in the input.

Decoder: it is similar in structure to the encoder but includes an additional attention
mechanism called ‘encoder-decoder attention’. This attention mechanism allows the
decoder to attend to relevant parts of the input sequence (encoded by the encoder)
while generating the output sequence. The output of the decoder is a sequence of

tokens representing the generated output sequence.
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Figure 2.4: Multi-Head Attention component [1]

2.2.2 BERT and RoBERTa Models

Bidirectional Encoder Representations from Transformers (BERT) is a pre-trained lan-

guage model developed by Google in 2018 [25]. It was trained with large text corpora

(3.3 billion words) unlabelled to learn to predict missing words in a given text sequence.

During the training process, it learns to capture the contextual information of words in a

sequence, allowing it to understand words in context.Unlike the original Transformer archi-

tecture which is trained in only one direction (where each token/word only attended to the

previous tokens in the self-attenuation layers), BERT is trained in a bidirectional manner,

meaning that it can capture the context of words in both directions. Other differences are:

e Masking: BERT uses masked language pre-training (Figure 2.5), to obtain a more

detailed word representation. Some words in a training text are masked, and it pre-

dicts the masked word based on the surrounding context.

e Multi-task classification: it can perform a variety of NLP tasks such as text clas-

sification, inference or question answering, using fine-tuning (Figure 2.6).

11
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Figure 2.5: BERT Masked Language Modelling [90]
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Figure 2.7 shows the architecture of the BERT model, which consists of only one bi-
directional multi-layer transformer encoder. There are two versions of it: BERT Base,
the smaller and faster version with 12 layers of multi-headed care and 110 million parameters
and BERT Large, a more powerful version involving more computational and storage costs

with 24 layers of multi-headed and 340 million parameters.

an )

\ — 24 Encoder

-»[ Add & Norm | 12 Encoder

_ J
g Feed Forward 4 Encoder
u% 4' 3 Encoder 3 Encoder
-{ Add &‘Norm + | Encoder 4 | Encoder
| %@ | —1 Encoder 1 Encoder
\ %

\ - BERTgase BERT,_argy

Figure 2.7: BERT architectures, based on the original implementation in [90]

A Robustly Optimized BERT Pretraining Approach (RoBERTa), is a pre-trained lan-
guage model developed by Facebook AI Research in 2019 [63]. The research team realized
that BERT was not trained with sufficient amount of data. Thus, the main new feature
of RoBERTa is that it uses a larger training dataset, specifically 160 GB of text instead of
the 16 GB that was originally used to train BERT. Other improvements were also added
such as longer training (increasing the number of iterations) and on new datasets (including
text extracted from the Internet), the elimination of the next sentence prediction task or
the change of the masking pattern to a dynamic one, whereby different sets of tokens are
masked at each training iteration. This helps prevent overfitting to specific patterns in the
training data and improves the model’s ability to generalize to new data. Table 2.1 shows

a summary of the characteristics of both models:
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BERT

RoBERTa

Developed by

Google (2018)

Meta AI (2019)

Base Architecture

Bidirectional Transformer

(encoder only)

Bidirectional Transformer

(based on BERT)

Tokenizer

WordPiece tokenizer

SentencePiece tokenizer

Training Corpus

English Wikipedia

BooksCorpus

English Wikipedia
BooksCorpus
CC-News, OpenWebText

Parameters

BERT base:110M
BERT large: 340M

RoBERTa base: 125M
RoBERTa large: 355M

Word Masking

15% of words are randomly

masked during training

More random and dynamic

masking during training

Table 2.1: Comparison of Pre-trained Language Models: BERT vs RoBERTa.




CHAPTER

Related Work

This section provides an overview of the different approaches used to detect morality in
textual data. It describes traditional methods as well as the most recent approaches based
on transformer models. Traditional approaches include Natural Language Processing (NLP)
and specific lexicon based methods, while the most advanced methods exploit the contextual
capabilities of transformer based models, such as embeddings. In addition, this section will

cover the methods used to acquire domain knowledge to improve moral prediction in text.

3.1 Feature Extraction Methods

Feature extraction methods are fundamental in the field of Natural Language Processing and
Artificial Intelligence, as they are responsible for representing data for models for tasks such
as the classification of moral values in text. These approaches are designed to identify and
highlight specific aspects of textual information that are relevant to the task. These methods
can generally be categorized into ‘traditional feature extraction techniques’ and ‘modern
embedding models’ to transform raw textual data into a numeric form understandable
by machines. This work is framed within the Moral Foundations Theory (MFT), which

emphasizes that despite the idea that morality varies significantly between individuals due
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to differences in historical, cultural, and political contexts, there is ‘an intuitive’ basis
suggesting that humans possess an innate sense of ethics [34]. This theory has been widely

accepted in computational linguistics works and identifies five main traits of morality:

e Harm/Care: which deals with the sensitivity towards the suffering of others. This
moral trait involvers people’s concern for the well-being of others. This intuition
involves our natural impulses to protect our own children and others from harm. It

includes virtues such as compassion, kindness and caring for the vulnerable.

e Fairness/Justice: covering aspects of reciprocity and motivations to be fair. This
dimension relates to dealing people fairly, maintaining justice and upholding the rights
of citizens. It may also include the protection of personal autonomy and the idea that

people should be rewarded in proportion to what they contribute.

e Loyalty/Betrayal: covering aspects of in-group cooperation, and the intuition of
being loyal to one’s group. This involves a person disposition to show loyalty and
commitment to an individual, group or cause. This moral trait implies an emotional
connection and attachment to the group to which one belongs, as well as a distrust
of those outside the group. Loyalty is manifested through actions that benefit the
group and may involve personal sacrifice, while betrayal is manifested by acting to

the detriment of the group or its interests.

e Authority/Subversion: which is related to the innate intuition of endorsing hier-
archies that we find just. It includes instinctive respect for hierarchy, obedience to
legitimate authority, duty, awe and admiration for those in power, as well as vener-
ation of traditions. This foundation incorporates the requirement that respect must

be shown to parents, teachers and others in positions of authority.

e Purity/Degradation: which refers to the valuing of cleanliness and purity over
pollution and degradation, both physically and morally. This trait is formed from the
psychology of disgust and pollution, and involves striving to live in an elevated and
noble manner, avoiding immoral activities that may pollute the body and soul. It

relates to self-discipline, spirituality and respect for the body as a temple.

Recent developments encouraged the need to add a moral foundation to reflect the

presence or absence of freedom in text, adding a new moral feature to the MFT [41].

e Liberty/Oppression: which deals with the feelings of reaction and resentment that

people feel towards those who dominate them and restrict their freedom.

16



3.1. FEATURE EXTRACTION METHODS

@

CARE/HARM FAIRNESS/CHEATING LOYALTY/BETRAYAL
l . Y

AUTHORITY/SUBVERSION PURITY/DEGRADATION LIBERTY/OPPRESSION

Figure 3.1: Moral Foundations Theory [2].

Previous work on detecting moral values in texts was developed using statistical ap-
proaches for text feature extraction, such as word count based on dictionaries like the
Moral Foundations Dictionary (MFD) [27] or its extension, the Extended Moral Foun-
dations Dictionary (eMFD), where different moral dimensions were analysed using word
count techniques [77]. These studies analysed various moral dimensions using word count
techniques, focusing on analysing the presence and frequency of keywords associated with
different moral dimensions in a text. The dictionaries used contain lists of words or lemmas
previously identified as indicators of moral traits described in the MFT, and counts are

simply used as features in supervised classifiers.

Other works developed unsupervised approaches trying to overcome the issues re-
lated to the simple counts of lexicon words, embed the moral values in continuous spaces
using word embeddings. Word embeddings [45] represent each word as a real-valued vector
intended to represent his meaning, words that are close in this vector space are expected
to be similar in meaning and these can be learned by training a model to complete text
fragments [67, 68]. Using this approach, [69] classifies the morality of online news head-
lines without requiring previously annotated data, using embeddings and a low-dimensional
feature representation to characterise the text with respect to a set of target words. Text
is scored along moral dimensions, calculating bias and framing intensity scores for each
moral foundation using the method of ‘Frame Axis’, that consist on projecting words onto
micro-frame dimensions characterised by opposing sets of words, representing the text with
moral dimension scores, and allowing the automatic identification of relevant keywords or

concepts in a text (see more in [53]).

The use of word embedding models, has addressed the challenges of capturing con-

text, bringing out the semantic similarity of words that captures different facets of the
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meaning of a word, aspects that statistical techniques struggled to effectively represent.
Models vary in their methodologies, some of them like Word2Vec embeddings [67] are de-
rived from training a shallow feedforward neural network, whereas others like GloVe [75],
embeddings are acquired through matrix factorization techniques. Using this approach,
embeddings models are often pre-trained on large amounts of data and then fine-tuned to
task-specific sets in a process called Transfer Learning’ [88]. These embeddings are then
used in training supervised classification models, as demonstrated in [78], which in-
vestigates the relationship between basic principles of human morality and the expression of
opinions in user-generated text using two methods: a lexicon or dictionary approach based
on counts (described below) and deep learning classification using embeddings and super-
vised learning models like Support Vector Machine (SVM) [26], Random Forest (RF) [64],
and Long short-term memory (LSTM) [37]. Using a similar approach with word embeddings
extracted from text, [49] use them as input in an ElasticNet regression model to predict
each MF score and investigate the relationship between language use and moral concern in
status social media posts. Moreover, [12] uses embeddings extracted from different meth-
ods, such as statistical-based and cosine similarity, to feed regression models and predict

the moral value reflected in tweets.

3.2 Transformer models for morality detection

Approaches based on word embeddings have been shown to be highly effective in various
natural language processing tasks by capturing the semantics of text. However, these
approaches often lack context, which can limit their ability to understand morality in text.
This is where context embeddings come in; these are obtained from pre-trained language
models, such as large language models, and address this limitation by capturing the broader
linguistic context. In fact, recent embeddings advancements in Large Language Models
(LLM) have shown that this architecture is particularly suitable for tasks related with
morality [96, 91]. LLMs are machine learning models built upon deep neural networks
with a large number of parameters, millions or even billions. These models have been pre-
trained on large corpora of unlabelled text and can then be fine-tuned, to datasets to perform
concrete natural language processing tasks, such as machine translation, text generation,
automatic summarisation, sentiment analysis or text classification. In fact, these models
have been shown to be able to incorporate even human prejudices about what is considered

right or wrong, capturing general features of morality [81].

Transformer models are an example on the large list of LLM models. The introduc-
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tion of these models in NLP tasks, in particular the emergence of the Bidirectional Encoder
Representations from Transformers (BERT) [25] model, resulted in even better performing

contextual embeddings.

The family of architectures BERT and its variants have demonstrated a more precise
moral compass compared to previous embedding methods [82], enabling their use in tasks
such as morality classification in user-generated texts from online sources like Facebook [49];
or even in specific contexts like politics [79], where tweets on the different positions towards
US politicians on the issues of ‘Gun Control’ and ‘Immigration’ were studied, finding no-
table differences in the use of moral grounds by different political parties. It has also been
employed in moral and classification tasks, considering various perspectives [54], or to un-
derstand how these values may vary across different domains on online platforms such as
Reddit and Twitter, modelling different approaches to detecting the presence of moral-
ity [18, 76]. Finally, other works have gone further to analysing different contexts and
develop new methods, such as a neural adaptation framework that uses instance weighting,

to improve classification tasks across different domains [40].

3.3 Additional Knowledge into Large Language Models

However, despite the better performance of transformer-based models compared to tradi-
tional learning approaches, they face generalization problems due to being trained on spe-
cific data. There are significant variations in how moral values are expressed and discussed
across different contexts, directly impacting the classifiers’ ability to identify and categorize
these values [57, 58]. In general, due to high subjectivity, morality prediction models do not
achieve very high accuracy, but this does not mean that the model is incapable of correctly
scoring the ratings, it simply means that the model interprets the ratings and associates a
score to them as any person would. Each model is linked to the context in which it
has been trained, a model that has been trained using a specific dataset will get consistent
results when analysing related texts, whereas if the text is unrelated to the training set, the
results will be more inaccurate. Techniques such as integrating supplementary information,
like lexicons, have proven to enhance the accuracy of models in tasks such as sentiment
classification [52] or Named Entity Recognition [98]. Other works more similar to this,
integrate features that reflect the original text in the input of the model before processing,
such as moral dictionaries (MFD) [78, 56] or lexicons like MoralStrength [76], for improved

prediction accuracy in morality detection.

One of the most subtle strategies for incorporating this additional information is through

19



CHAPTER 3. RELATED WORK

prompts methods. Prompts are essentially templates used alongside the original text to
guide the model in performing a specific task, such as answering questions, completing
sentences or text classification. In addition to guiding the model, prompts can incorporate
domain-specific knowledge to enhance the interpretation of the data. For example, in
text classification tasks in specialised areas such as hate speech, they can include key terms

or contextualised phrases that help the model to better understand and classify the content.

In recent years, prompted learning has been used to mitigate objective differences be-
tween pre-trained language models and subsequent tasks, as well as to maximise the trans-
ferability of language models. One of the biggest successes has been in few-shot classification
learning, where classifiers learn with only a few labelled examples of each class. The most
challenging task is the generation of the appropriate prompt, as there is no universal tem-
plate for all NLP tasks. Some hand-crafted prompts have been explored in tasks such as
sentiment classification [62], where Chen and Zhang proposed a question-based approach

that links label-related questions to each candidate sentence to help language models.

Given the success of related projects in prompting, such as the one by Jiang et al. [42]
which introduced the first prompt-based sentence embedding method, or the study of [43]
which showed that base models can achieve predictions comparable to large-scale language

models using the prompt approach; this work has adapted the prompting method.
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Proposals

This section describes the methodology and key concepts necessary to understand the
project. To answer the questions described in 1.2, the first step involves investigating how
complexity affects the modeling of the morality detection task in two transformer models,
considering preprocessing the data before inputting it into the model. In addition, the
impact on model accuracy predictions of incorporating additional subjective knowledge re-
flected in the text, thereby increasing the complexity of the input, will be evaluated. This

work will result in a moral estimation system as reflects in Figure 4.1

4.1 Complexity of morality detection

First approach focuses on the use of underlying morals reflected in text following the Moral
Foundations Theory (MFT), to model the diversity of moral interpretations. Four classifica-
tion tasks are defined, reflecting different levels of complexity in morality detection. These
are designed to capture both, the presence and polarity of moral foundations, differentiating

between moral virtues and moral vices. Table 4.1 summarises the tasks performed.
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Moral Estimation of Text

[
n

Classifier

Transformer Model

Prompt

Il |- - - - - Text
DepecheMood(++)

Moral

MoralStrength
Lexicon

Lexicon

Figure 4.1: Final system overview.

Task

Definition

MPres

Moral Presence: detect the presence of each of the moral trait, determining
whether each of the moral features of the MFT is present, considering one at

a time.

MPol

Moral Polarity: infer the polarity or extreme present in moral traits. In this
task, an additional level is added to the prediction, not only by distinguishing
if a specific moral foundation is present,but also by identifying what polarity

it has, distinguishing between vice and virtue.

MultiPres

Multi Moral Presence: focuses on identifying which of the moral features
is most prominent in the text. All moral traits are considered, but only the

predominant moral trait in the text is inferred.

MultiPol

Multi Moral Polarity: a further level of complexity is introduced by spec-
ifying whether this trait is presented as a virtue or a vice, thus providing a

more detailed assessment of the morality of the text.

Table 4.1: Definition of the different tasks of text morality detection.
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4.2 Knowledge Addition

Addressing the different levels of moral detection, it is explored how the inclusion of ad-
ditional subjective information can vary the predictive capacity of the model in terms of
morality. Specifically, data related to morality and emotions present in texts will be incor-
porated by making use of linguistic resources such as the lexicons: MoralStrength [13] and
DepecheMood (++) [14].

e MoralStrength: is an extension of the Moral Foundations Dictionary (MFD), specif-
ically designed to capture the moral rhetoric based on the five moral traits defined
in MF'T. This lexicon was manually enriched with synonyms extracted from WordNet,
providing a list of lemmas that offer detailed information on the moral valence of each
term, allowing for a more complete understanding of the moral dimension present in

the text.

e DepecheMood(++): this extended version of the DepecheMood lexicon [85] pro-
vides a wide variety of lemmas, each associated with detailed information about six
different emotions. For each emotional dimension, a score is provided indicating
the relative likelihood of that emotion in the term, allowing the emotional nuance

present in the text to be captured more accurately.

In order to obtain the morality and emotion reflected, it was employed a keyword
search approach between each lexicon and the corresponding texts to reflect the views,
and a ‘prompting’ approach to indicate this new information to the model. This involves
providing the model a prompt to guide its behaviour, allowing the model to focus on specific

aspects of the text, such as moral values and emotions, while performing the classification.

To determine whether the prompt method was effective in improving text comprehen-
sion, four different templates were evaluated, varying in complexity and amount of sub-
jective information added. This also allowed to analyse how these variables influence the

perception of the template and its information processing.

Below, there are the different templates used, where P is Prompt, {...} is the original

input and { m,} and { e, } are the moral values and the emotions, respectively:
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Using only MoralStrength

PL1:{mi}:{...}’

e P2:The text {...} reflects the moral value { m;}’

e P3:‘The moral value { m;} is reflected in the text: {...}’

P4:‘The text {...} reflects varying intensities of morality such as: { my, ma...m, }’

Using only DepecheMood

Pl:{e}:{...}

P2:‘The text {...} reflects the emotion { e;}’

e P3:‘The emotion { e;} is reflected in the text: {...}’

e P4:‘The text {...} reflects different emotions such as: { e, ea, ... m, }’
Using both.
e P1:*{mi}and { e} : {...}

P2:‘The text {...} reflects the moral value { m;} and the emotion { e;}’

e P3:‘The moral value { m;} and the emotion { e;} are reflected in the text: {...}"’

e P4:The text {... }reflects varying intensities of morality such as: { my, ma, ...m, }

and different emotions such as: { e1, e2, ...ep }’

In Figure 4.2, there is an example from ‘ELECTION’ dataset along with his label and
the different templates.
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Tweet: this is trump telegraphing an intent to weaken...
Label: non-moral

PROMPT 1
{harm}, {anger} : {Tweet}

PROMPT 2
The text {Tweet} reflects the moral value {harm} and the emotion {anger}

PROMPT 3

The moral value {harm} and the emotion {anger} is reflected in the text {Tweet}

PROMPT 4

The text {Tweet} reflects varying intensities of morality such as: {harm: medium, betrayal:
{medium} and different emotions such as: {anger, annoyance, amusement, fear}

Figure 4.2: An example of the ELECTION dataset applied to the different templates and

lexicons.
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CHAPTER

Methodology

This section describes the resources used in this project, including datasets and lexicons,
as well as the model and the metrics used to evaluate its performance. In addition, the

experiments carried out are described in detail.

5.1 Model

The use of pre-trained language models has been explored, specifically BERT base un-
cased [25] and RoBERTa base [63], acquired from the Hugging Face framework [6].

Both models, belonging to the BERT family of models, were used for fine-tuning and
inference use identical training parameters: 15 epochs, a learning rate of 2e-5, a weight
decay of 0.01, and a batch size of 32.

Alongside the model, their correspondent tokenizer is used to transform raw data into a
token sequence, that is the basic unit accepted for transformer models. Finally, fine-tuning
process was performed, this consists of training the pre-trained base model with a specific

data not seen for the model.
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5.2 Datasets

The use of a variety of thematically diverse data has been shown to improve the model’s
performance in classification tasks and in learning to generalise, as seen in [50]. For this
reason, in this work, use has been made of the Moral Foundation Twitter Corpus
(MFTC) [38] and the Moral Foundation Reddit Corpus (MFRC) [89]. The MFTC is
a dataset consisting of 35,108 tweets divided into seven thematically diverse subsets, ranging
from social movements to climate events, which have been annotated by distinguishing
between the ten categories defined in the Moral Foundations Theory (MFT), plus the label

of non-morality.

The dataset is composed of the following subsets.

o ALM: tweets related with a social movement All Lives Matter in USA associated to

criticizing the Back Lives Matter movement

e BLM: tweets related with a social movement dedicated to fighting racism and police

brutality in USA Back Lives Matter

¢ BALTIMORE: referencing the Baltimore protests in the USA following the death

of a young African American man at the hands of the police

e DAVIDSON: contains texts on hate speech and offensive language collected by
Davidson et al.’s [23].

e ELECTION: tweets about the 2016 US presidential election.

e SANDY: contains messages about Hurricane Sandy that hit the US in 2012

This set of human-annotated English tweets has labels of moral foundations in 10 classes
distinguishing between vice and virtue for each moral trait, including a ‘non-moral’ class.
Tweets were tagged following the MFT and each domain was evaluated by at least three
trained annotators as set out in the original labelling guide [39], which has been designed
as a comprehensive manual that establishes common practices and clear guidelines for the
identification of moral sentiments expressed in texts. Each tweet was therefore labelled with

an indication of the presence or absence of each virtue and vice or using a ‘non-moral’ label.

The Reddit dataset consists of approximately 16,000 English-language comments drawn
from the Reddit online platform, from 12 different subreddits. These subreddits are focused
on specific topics and have been annotated according to the MFT, without distinguishing

between the polarity of each of the moral dimensions. For this reason, the experiments
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carried out with this dataset have focused on detecting the presence of a specific moral
foundation and morality in general (MPres and MultiPres). Every post in the MFRC has
been labelled by at least three trained annotators from a set of five for 8 categories of moral

sentiment as outlined in the new version of the annotation manual, described in [89].

The label set for each tweet reflects the aggregated annotation of multiple annotators,
using the majority vote as the true label. Table 5.1 shows the distribution of the different
morals used, with a notable imbalance in which the non-moral class predominates. Dif-
ferences of as much as 11,000 texts are found between the majority and minority class in

datasets such as Reddit, and 2,666 texts in the Davidson dataset.

Dataset C/H F/C L/B A/S P/D NM
ALM 1,314 723 408 274 182 585
BLM 1,048 934 528 491 253 1,040
BAL 434 292 895 120 37 2,366
DAV 447 130 319 1,039 118 2,784
ELE 798 736 286 177 349 2,019
RED 2,240 1,784 610 1,204 435 11,435
SAN 708 708 1,010 519 560 291

Table 5.1: Class distributions of MFTC and MFRC. The moral foundations are described as
C/H: care/harm, F/C: fairness/cheating, L/B: loyalty /betrayal, A /S: authority /subversion,
P/D: purity /subversion and NM: non-moral.
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5.3 Lexicon approach

The lexicons used reflect two types of subjective perspectives: morality and emo-
tions. As shown in Figure 5.1, to assign one or more morals to each text, the Moral-
Strength framework was used, which provides functions to estimate the morals present in
each text. These estimates reflect the polarity of each moral trait, with values ranging from
0, indicating virtue, to 9, indicating vice. In the case of prompts with only one moral, the
difference between the extremes (0 or 9) and the neutral value (5) was calculated for each
morality. The text was associated with the morality with the largest difference between
these extremes. For prompts indicating several morals and their intensity, each difference
was assigned a value (low, medium or high) according to the size of differences obtained. If
the difference was greater than 2.5, it was classified as high; if it was between 1.5 and 2.5,

it was considered moderate; and if it was less than 1.5, it was classified as low.

MORALSTRENGTH

B}

{'"Moral 1": 3.33, 'Moral 2'": 0.25, 'Moral 3': 3.0}

~

VICE NEVITRAL VIRTUE| |VICE NEU;RA'- VIRTUE

0 — 9 00— 9

' | | ——
3.0 3.33 | H v
0.25 3.0 333

(Neutral - Moral)
| MAX (Neutral - Moral) >2.5: high

I >1.5: medium

v \ <15 :low /

Moral 2 1
Moral 1: medium , Moral 2: high , Moral 3: medium

Figure 5.1: MoralStrength Lexicon approach. Lexicon used to select one (left) or multiple

morals (right) based on the difference with the neutral value.

To associate each text with one or more emotions, a method of matching keywords
present in the DepecheMood(++) lexicon was used. As shown in Figure 5.2, the lemmas
in the lexicon were used, counting the presence of the lemmas in each text. The mean of the
emotion scores of the matching lemmas in the text was then calculated. In case of a single
emotion associated with the text, the emotion with the highest probability was selected. In

situations where multiple emotions were associated with the text, the for with the highest
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probability were identified as the most representatives.

DEPECHEMOOD++

DepecheMood++
|

| Fear | Amusement | Anger | Annoyance | Indiference | Happiness | Inspiration | Sadness

% % % % %
|

[ o ] | T ]

Anger Anger, Annoyance, Sadness, Fear

Figure 5.2: DepecheMood(++) Lexicon approach. Mean emotion probability is calculated,
and the highest (black circle) is selected to represent one emotion, or the highest (black,

blue, red circles) to represent several emotions.

5.4 Metrics

To assess the performance of the model, the macro F1-Score metric (5.3) has been cho-
sen because of its wide adoption in similar work and its usefulness in situations of class

imbalance, as it assigns a balanced weight to each class, regardless of its frequency.

Precisi TruePositive (5.1)
recision = .
TruePositive + FalsePositive

TruePositive
Recall = 5.2
coa TruePositive + FalseNegative (52)

2 - precision - recall

F1Score = (5.3)

precision + recall

In order to evaluate and compare more precisely the results obtained for each model using
different prompts and lexicons, and to determine whether there are significant differences
in the improvement (allowing to compare them with previous work), the strategy followed
in [12] has been replicated and the Friedman test has been applied. This test, is a

non-parametric statistical tool used to determine the significance of differences between
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multiple classification algorithms evaluated on multiple data sets. It provides a ranking of

the classifiers in order of performance.

The formula for calculating the Friedman statistic (X/%), is defined as:

>
] ]
|

12n k(k+1)2
" k(k+1) ZR?_ ( 1 ) 54

Where n is the number of observations (sample size), k is the number of classifiers
(or models) being compared R; is the sum of the ranks assigned to classifier j, calculated
from the rankings obtained on each data set. After calculating the Friedman statistic, it is
compared to the chi-square distribution with k-1 degrees of freedom. If the calculated value
of X]% is greater than the critical value of the chi-square distribution for a defined level of
significance (a = 0.05), then it is considered that there are significant differences between

the tested classifiers.

While the Friedman test allows for the comparison of multiple classifiers, an additional
statistical test is required to compare pairs of classifiers. For this purpose, the t-test is

employed and defined as:

o d
 s4/VN

t

Where t is the statistic, d is the mean of the differences between the performance of the
classifiers, sg4 is the standard deviation of the differences between the scores and N is the
number of observations or pairs of classifications compared. This compares the performance
means of two raters and determines whether there is a significant difference between them.
To assess statistical significance, the p-value representing the probability of obtaining the
observed results if the null hypothesis (Hp)(that there is no difference between the raters)
is true is calculated. If the calculated p-value is less than the desired significance level
(a = 0.05), then the null hypothesis is rejected, it is concluded that there is a significant
difference between the classifiers, and there is sufficient evidence to claim that the observed

difference is not due to chance.
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5.5 Experimentation

5.5.1 Data Pre-Processing

In the first phase of data pre-processing, the raw data extracted from both the MFTC and
MFRC datasets were thoroughly cleaned to remove elements that could potentially interfere
with the model’s learning process. This involved a number of essential steps, including
removing emoticons, special characters and normalising text by converting it
to lower case. URLs, usernames and hashtags were also removed to ensure the
integrity and coherence of the data. Despite the considerable length of the text within
the datasets, it was decided not to remove stop words, as these could contain valuable
information for the understanding of the model. Once the data was cleaned, each dataset
was split into separate training and evaluation sets, allowing an independent assessment of

the model’s performance on different subsets of the data.

After the data pre-processing, the fine-tuning process was started by adding a fully
connected layer on top of the pre-trained model encoder. This additional layer allowed the
model to be adapted to the specific needs of our moral trait detection tasks. Setting the
number of neurons in the fully connected layer to match the number of classes in each task
ensured that the pre-trained model could adapt and understand the unique nuances of our
datasets. The data was then split into training and test sets using an 80-20%

ratio.

5.5.2 Fine Tuning

After splitting the data into each domain, fine-tuning experiments were carried out
independently for each dataset. This approach allowed the model to be adapted to the
specific characteristics of each domain, thus optimising its ability to detect moral traits in

texts within that particular context.

In a first fine-tuning experiment, the pre-trained model was used together with its
corresponding tokenizer 5.1. The aim was to obtain the baseline results of the tasks without
the addition of lexicons, and to be able to compare the impact after their addition. Given
the class imbalance seen in Table 5.1, which could affect the learning of the model, different
data balancing methods were applied, such as oversampling to match the number of
examples to the majority moral class, and undersampling to match the number of examples
to the minority moral class of the task. After comparing the approaches, the most suitable

approach was selected to continue training the model.
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Once the models were trained, weights were loaded to make inferences. A
‘Softmax’ layer was used to convert the model outputs into probability distributions, al-
lowing the model to detect moral foundations (MPres), determine the polarity of these
foundations (MPol), assess one moral foundation at a time (MultiPres) or assess the over-
all moral polarity of the text (MultiPol), with the predicted class being the one with the
highest probability.

For moral rationale detection (MPres), a binary classification task (moral or non-
moral) was performed. The polarity distinction of each moral foundation (MPol) was a
multi-class classification with 3 classes (non-moral, vice, virtue). The identification
of the moral trait (MultiPres) was a multi-class classification task with 5 classes
(the 5 moral foundations and a non-moral class). Finally, the task of distinguishing
polarity between moral traits (MultiPol) involved a multi-class classification with 11
classes (each moral trait with its corresponding vice or virtue extreme and a non-

moral class).

To incorporate the different lexicons using the prompting approach, a similar pro-
cedure was followed, adapting the input data to the different templates (4.2). We
assessed how the inference results varied by looking at the macro F1 score, which allowed
us to determine the impact of the lexicons on the classification tasks. Figure 5.3 shows an

overview of different approaches to text classification.

Moral Presence Moral Polarity Multi Moral Presence Multi Moral Polarity
Care Care / Harm
Moral (virtue) Fairness Fairness / Cheating
Moral . Authority Authority / Subversion
Moral (vice)
Non-Moral Non-Moral Loyalty Loyalty / Betrayal
Sanctity Sanctity / Degradation
Non-Moral Non-Moral
2 classes 3 classes 6 classes 11 classes
A A A A
| Model | | Model | Model Model
I I
o | Pome | Pomet | | pome
| |

Figure 5.3: Fine Tune Model for tasks defined.
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5.5.3 Generalization Across Domains

Given the importance of understanding language in different contexts, we explore how in-
corporating lexical information could improve the predictive ability of the model in different
domains. After identifying the best indicator and lexical usage using the indicator method,
an additional experiment was conducted to investigate its impact. By transferring the
knowledge learned from the model during the fine-tuning process between datasets, the
ability of the model to adapt to new domains was evaluated, trying to capture the nuances

and complexities present in different textual contexts.

To analyse model performance in varied domains, a cross-dataset validation
process of all datasets was carried out. Models were trained using each dataset in-
dividually and evaluated through cross-testing between the remaining datasets.
Once the results were obtained, the corresponding metrics were evaluated with the baseline

without lexicons.

Knowledge transfer experiments were conducted between datasets to assess the model’s
ability to infer in unseen domains. The fine-tuning technique was used on a specific domain
and its performance was evaluated when making inferences on data from unseen domains,

comparing the predictions with the original labels.

These experiments provided valuable information on the generalisation and adaptation
capabilities of the model, which are fundamental for developing robust models capable of

handling the diversity and complexity of language in different contexts.
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5.5.4 Diverse Annotator Perspectives

This additional experiment focuses on incorporating different annotators’ perspectives to

improve the model’s ability to estimate moral values in texts. This is done by training lan-

guage models with the annotations of different annotators and then combining

these models in an ensemble approach. In addition, the evaluation of disagreement

estimation in texts, presented annotation challenges, will be conducted.

O O O
Model 1 () Model2 () .- Model n Q
1 2 n

D B

Figure 5.4: Fine-tuning procedure where models are trained with the specific annotations

of n different annotators.
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e Annotation Diversity Exploitation: In the process of annotator diversity, two

main activities were conducted. First, language models were trained using the spe-
cific annotations provided by each annotator, as seen in Figure 5.4. This involved
developing multiple models, each capturing the unique perspective of a particular an-
notator. Subsequently, a comprehensive evaluation of the classification performance
of each of these models was carried out. This analysis allowed for an understanding
of the consistency and variability in the annotations made by different annotators,
providing valuable insights into how these discrepancies could influence the process
of morality estimation in texts. In the ensemble approach, a method combining the
predictions of individual models was employed. This strategy allowed for harnessing
the diverse perspectives provided by different annotators, thus integrating a broader
range of information into the process of morality estimation in texts. Additionally, a
prompt-based approach was implemented to enrich the dataset with model predictions
and conduct a second phase of training (Figure 5.5). This addition allowed the model
to become even more familiar with the diverse perspectives and contexts present in
the data, thereby enhancing its ability to understand and classify morality in different

situations and topics.

¢ Disagreement estimation To evaluate the difficulty of annotating an instance, a



5.5. EXPERIMENTATION

Meta
model

I

Prompting

Model 1 Model 2 <<+ Modeln

I

Figure 5.5: Proposed ensemble method that combined the predictions on the different

perspectives of the base models with the textual input through a prompt approach.

threshold based on the divergence metric was defined. An instance was considered
challenging to annotate if its divergence metric exceeded this threshold. Then, the
SHapley Additive exPlanations (SHAP) method [66] was used to analyze how lin-
guistic features affected the models’ decision on disagreement in a document. Such a
method assigns an importance score to each of the features considered for a specific
prediction. These SHAP values allow to inspect the learning models trained, inspect-
ing how the language affects the decision on the disagreement of a document.This
evaluation provided insights into how language influenced the discrepancy between
annotations and helped better understand the challenges in annotating moral texts.
To perform this analysis, SHAP values were extract of all models trained, aggregating
them to obtain a whole overview of the classification process. To do so, extracting
the SHAP values for all words in all documents, aggregating them into a set of values

for each word considered.
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CHAPTER

Results

This chapter presents results of the experiments and statistical comparisons for evaluation.

6.1 Baselines

To obtain baseline results for comparison in each of the prediction tasks, fine-tuning was
applied in three different scenarios: the original imbalanced dataset (imb), the dataset
balanced by oversampling (over), and balanced by undersampling (under). Table 6.1
shows the performance in terms of macro F1-Score obtained for each of the prediction tasks,

reflecting each dataset in columns.

It can be seen that data imbalance significantly affects the model performance. Although
RoBERTa shows a slight advantage over BERT in this case, the difference is not always
significant and results vary by domain. For example, in the case of imbalanced datasets,
BLM F1-Score values exceed 90.00%, while in DAV values are as low as 49.00%

Oversampling has a positive impact on performance, yielding almost optimal and similar
results for both models, suggesting that both benefit equally from this technique. When

applying undersampling, similar or even better results compared to the imbal-
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anced case are obtained.

Although the results show that oversampling achieves very high F1-Score values, this
strategy is not considered the best because it simply replicates data sets, which can lead to
issues such as overfitting and loss of data diversity. Therefore, the rest of the work has
used data balanced with undersampling as the baseline results, against which the

prompting approach will be compared.

In the MPress task, although not remarkable, BERT surpasses RoBERTa in 5 of the 7
domains. In the MultiPres task, RoBERTa generally outperforms BERT, with more pro-
nounced differences in domains like ALM (44.51) and smaller differences in BLM (40.25).
However, there are exceptions, such as in the BAL dataset, where BERT outperforms
RoBERTa with an F1-Score difference of 8.85%. Polarity tasks show similar performance

in both models. Overall, RoBERTa handles undersampling better compared to
BERT.

ALM | BLM | BAL | DAV | ELE | RED | SAN

imb BERT 79.61 | 91.81 | 64.98 | 49.21 | 75.45 | 66.24 | 75.72
RoBERTa | 81.78 | 92.56 | 62.22 | 49.14 | 75.95 | 67.32 | 77.82

§ over | BERT 94.26 | 98.06 | 96.42 | 95.72 | 97.36 | 97.55 | 94.26
A RoBERTa | 94.47 | 96.95 | 96.35 | 94.77 | 97.06 | 97.35 | 94.42
2 [under | BERT 78.79 | 88.56 | 71.19 | 49.87 | 79.17 | 73.10 | 78.12
RoBERTa | 80.68 | 90.63 | 63.95 | 48.34 | 80.02 | 76.38 | 78.92

imb BERT 66.58 | 87.80 | 51.49 | 32.97 | 62.57 - 60.48
RoBERTa | 70.26 | 88.67 | 51.83 | 32.84 | 60.78 - 60.32

3 | over | BERT 96.62 | 97.66 | 98.35 | 98.59 | 98.22 - 96.77
= RoBERTa | 96.07 | 97.32 | 97.57 | 98.37 | 98.14 - 96.10
= under | BERT 67.22 | 82.00 | 56.26 | 31.79 | 59.43 - 60.04
RoBERTa | 73.56 | 86.03 | 51.11 | 16.21 | 69.46 - 61.06

imb BERT 61.20 | 85.13 | 37.23 | 15.79 | 54.27 | 46.35 | 55.597

3 RoBERTa | 61.57 | 85.89 | 39.73 | 16.56 | 56.00 | 48.59 | 58.85
ﬁ over | BERT 89.25 | 87.67 | 93.09 | 92.23 | 92.30 | 96.28 | 81.16
= RoBERTa | 89.42 | 87.42 | 93.57 | 90.77 | 92.58 | 96.23 | 82.07
§ under | BERT 60.66 | 81.21 | 36.21 | 15.72 | 62.98 | 49.20 | 53.66
RoBERTa | 65.17 | 81.46 | 27.36 | 19.47 | 66.76 | 50.52 | 53.06

imb BERT 55.09 | 81.70 | 29.72 | 8.65 | 46.52 - 43.60

5 RoBERTa | 56.21 | 83.01 | 29.20 | 8.32 | 47.24 - 48.90
A | over | BERT 90.39 | 90.82 | 94.04 | 91.89 | 92.91 - 83.61
i RoBERTa | 90.38 | 89.90 | 94.13 | 92.44 | 92.91 - 84.54
S under | BERT 64.80 | 79.06 | 22.12 | 14.25 | 62.35 - 55.09
RoBERTa | 62.57 | 80.70 | 27.55 | 12.07 | 62.65 - 53.65

Table 6.1: Model comparison in terms of F'1 scores in morality detection over different data

balancing strategies.
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There is a clear decrease in F1-Scores as the tasks become more complex, and
specific domains significantly influence the results: domains like BLM consistently
show high scores, while domains like DAV present considerable challenges for both models

across the tasks.

For a comprehensive analysis of the models’ performance, the Friedman ranking has
been used. The average rankings of the classifiers reflect how each model performs relative
to the other in terms of its ability on different tasks. A lower average rank indicates that a
model has been consistently ranked higher, suggesting better overall performance; while a

higher average rank indicates lower performance.

Looking at Table 6.2, the numbers in the Ranking’ column represent the relative average
position of each model on the different morality prediction tasks, with decimal values al-
lowing raters to be compared in case of a tie. When comparing the pre-trained models
against each other in one task, there are generally no significant differences be-
tween them. Comparing between tasks, RoOBERTa tends to outperform BERT
in less complex cases, such as MPres and MPol. As task complexity increases (as in Mul-
tiPres and MultiPol), the difference in performance between RoOBERTa and BERT becomes

less pronounced, even reaching a tie in the most complex task.

When analysing the performance of both models in relation to task complexity, a clear
trend can be seen: as task complexity increases, general performance tends to decrease,
suggesting that both models may face additional challenges when considering more

moral aspects.

Friedman Test Ranking
RoBERTa MPres 1.3
BERT MPres 1.7
RoBERTa MPol 3.9
BERT MPol 4.6
RoBERTa MultiPres 5.1
BERT MultiPres 5.7
BERT MultiPol 6.8
RoBERTa MultiPol 6.8
Statistics

Chi2: 35.90
Friedman’s F 16.45
F(7,42)—0.05 02.24

Table 6.2: Model Performance Ranking in different tasks.
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With a significance level set at 0.05 (a = 0.05), the calculated Friedman statistic was
approximately 35.90, with a critical value of about 2.24 for 7 degrees of freedom. Because
the value of the Friedman statistic is much larger than the critical value, the
probability of obtaining a statistic value as large or larger under the null hypothesis Hy
(which states there are no significant differences between performance in tasks) is low. It
is therefore rejected, and it is concluded that there are more difficulties in models

for detecting morality in more complex tasks.

6.2 Prompting

The results presented in Tables 6.3 and 6.4 represent the average macro F1-Score of the var-
ious ranking tasks, with the purpose of comparing the performance of different prompting
approaches. The aim is to investigate whether prompts containing information about moral-
ity with the MoralStrength lexicon (MS), emotions with DepecheMood (DM++) or
both (MS/DM++) affect the effectiveness of the models in classifying the tasks men-
tioned in 4.1. Scores above the baselines are marked with an asterisk (*) to analyse
whether the use of a lexicon improves performance, focusing on the effectiveness of prompts
rather than the lexicons themselves. Additionally, the highest score for each dataset is
highlighted to show the influence across domains. The tables presented are averages
across the classification tasks, designed to assess how different prompt approaches perform
with various lexicons. This includes whether information about morality, emotions, or both

is used in the prompts. Table 6.3 shows the BERT model results.
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ALM |BLM |BAL |[DAV |ELE |RED |SAN |Fm
Baseline |67.87 [82.71 |46.47 [27.91 |65.98 |61.15 |[61.73 | 7.6

MS 67.79 |83.77* |43.90 |26.07 |68.76* |60.23 |63.18* | 9.3
P1| DM+ 67.96" |82.20 |44.93 |[25.27 |67.57" [60.13 |61.71 |10.7
MS/DM++ | 68.46% |83.45" |49.21* |28.03* |67.79* |61.61* |62.30* | 6.3

MS 68.63" |83.92* |46.64* |24.86 |69.33* |61.86" |61.22 | 7.0
P2| DM+ 67.98* |84.25* |44.27 |27.49 |66.71" [62.20" |62.95% | 6.3
MS/DM++ | 68.72* |84.06* |47.46* |29.14*|69.49* |61.15 |[64.25* | 3.6

MS 68.69* | 84.59* |44.53 |26.55 |69.11* |62.04* |63.42* | 4.9
P3| DM++ 67.83 |83.49* |45.68 |26.13 |65.66 |62.15" |65.32"| 7.6
MS/DM++ | 67.89% |84.08* |45.24 |27.35 |69.61* [61.17" |62.52* | 6.4

MS 69.03" | 84.23* |40.28 |28.62* |67.72* |61.04 |62.98* | 6.6
P4 |DM++ 67.95% |83.77* |49.15* |25.88 |68.13* |61.37" |63.52* | 6.9
MS/DM++ | 67.79* |84.22* |41.36 |26.87 |68.60* |63.13" |63.68* | 6.4

Table 6.3: Prompting results BERT. Pi represents Prompti where i=1,2,3,4.

Looking at the BERT F1-Score values, simpler prompts perform better (P1 and
P2). The simplest prompt, P1, combined with MS/DM(++) stands out as performing best
on most metrics, especially BAL and DAV with an improvement of 2.74% and 1.81% re-
spectively. Similar results are observed in P2 with MS/DM(++), suggesting that the com-
bination of moral and emotional information is highly effective, even with less

information provided.

Regarding P3 and P4, although no specific lexicon stands out, some improvement are
shown, such as using again both lexicons in the ELE dataset with (4+3.63), a particularly
high increase. In both cases, indicating the information before the text (P3) or provid-
ing more information in the input (P4) does not necessarily translate into a substantial

improvement.

In general, all forms of adding additional information improve the results for BERT.
Looking at Friedman’s ranking (column Fm). On the one hand, it is noticeable that prompt
2 consistently outperforms other prompts in this analysis, obtaining the highest position
(3.6). The other uses of the lexicons also achieve outstanding positions in the ranking.
Moreover, it is the only case where the baseline is ranked lower in all lexicon use, with a

ranking of 7.6 compared to 7.0 and 6.3. On the other hand, prompt 4 also outperforms the
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baseline, although the difference between the different lexicons used is not as marked.

In this case, prompt 2 stands out as an effective option for improving the model’s

performance in moral classification tasks, according to Friedman’s statistical analysis.

ALM |BLM |BAL |[DAV |ELE |RED |SAN |Fm
Baseline |70.49 [84.71 |42.49 [24.03 |69.72 |63.45 |61.67 |11.6

MS 71.41* |85.95% | 46.32* |24.46% |71.20" |64.32* |63.48"| 4.6
P1|DM++ 71.45% | 84.88* |44.74* |24.38* |68.92 |64.36" |63.20* | 8.1
MS/DM++ | 71.11* |85.37* |45.62* |24.06* |70.79* |64.26* [63.21* | 6.9

MS 71.93" |85.90* |44.93* [22.96 |71.19* |63.87" |61.92* | 7.9
P2|DM++ 70.51* | 84.95% [49.07* |26.04* {69.40 |65.36"|63.27* | 5.7
MS/DM++ | 73.57* | 85.60" | 45.55% |24.09* |70.69* |64.30* |63.01* | 5.8
MS 71.55" |85.23* |45.85" |26.73"|72.28%|63.25 |63.10* | 6.0
P3| DM++ 71.04* |84.94% 146.47* |23.58 |70.77* |64.33* |63.00* | 7.9
MS/DM++ | 71.76* |84.94* |46.90* |21.12 |71.84* |64.13* [61.83* | 7.9
MS 71.77" | 85.19% |46.47* |23.14 |71.30* |65.10" |62.98* | 6.0

P4| DM+ 72.42* |85.23* |50.02* | 24.69* |69.72 |64.13" |62.74 *| 5.9
MS/DM++ | 71.70% |85.55* |48.72* |23.02 |71.66* |64.15* |61.63 | 6.9

Table 6.4: Prompt results RoBERTa. P represents Prompti where i=1,2,3.4.

Table 6.4 shows the RoBERTa model results. In general, it is observed an improve-
ment in the performance of the RoBERTa model compared to the baselines in
all domains, with even higher values in terms of F1 score compared to BERT.
Unlike BERT, there is no concrete pattern, but it is noteworthy that the use of a single
morality lexicon gives better results compared to the baseline, with high improvements ob-
served, as in the case of the Baltimore dataset with an improvement of almost 4.00%. It
should be noted that high results are obtained when the emotion lexicon is used

instead of both, which is different from BERT who obtained them with both.

With average rankings calculated, a significant improvement in the performance of the
different prompts can be seen compared to the baseline (11.6). In particular, the case of
prompt 1 combined with MoralStrength stands out with a mean ranking of 4.6,

which reflects that it is in first place, indicating a better performance in general.

Comparing the two models, RoBERTa’s metrics are equal to or better than BERT’s
in all prompt proposals (P1 to P4). It is interesting to note that in prompt 2, while for
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RoBERTa the MS/DM(++) metrics are similar or slightly better than MS or DM(++) alone,
for BERT the MS/DM(++) metrics are significantly better, showing that models are affected
differently.

Different lexicons have a varying effect on model performance depending
on the complexity of prompt used; in P1 and P2 performance is better with both
(MS/DM(++)). However, in other prompts such as P3 and P4, there is no noticeable

difference in performance between the different lexicons.

As results of these results, it is concluded that simpler instructions perform better
in the model performance. Tables 6.7 and 6.8 show the F1-Score improvement in each
domain (columns), together with the tasks differentiated from each other and ordered from

least to most complex.

To conduct a more detailed analysis of the improvement using additional information, a
Friedman test was performed using the top three model in Friedman rankings
and the baselines to rank the classifiers based on their performance. A t-test was then
used to compare the top classifiers against the baseline. This was done because the
Friedman test requires at least three classifiers for proper application, and it was necessary

to specifically compare the top performing classifiers to the baseline.

Friedman Test Ranking
Prompt2 + MS/DM++ 1.6
Prompt3 + MS 2.3
Promptl + MS/DM++ 24
BERT Baseline 3.7
Statistics

Chi2: 10.03
Friedman’s F 5.48
F(7,42)—0.05 3.16
t-test (p value) 0.014

Table 6.5: BERT prompts performance ranking.

Based on the results obtained in the Friedman test of BERT model (Table 6.5), it is clear
that certain instruction configurations (lexicons used) significantly outperform the BERT
baseline. The prompt 2 MS/DM(++) combination achieved the best ranking position with

a difference of 2.1 with respect to the baseline.

Statistical analysis supports these results, indicating significant differences in perfor-

mance between the instruction configurations and the baseline. The chi-square value of
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10.03 and Friedman’s F-value of 5.48 indicate a statistically significant difference in rank-
ings between groups (p < 0.05). About t-test, with a p-value of 0.012 obtained from the
t-test, conducted with an alpha level of 0.05, there is strong evidence to reject the null

hypothesis.

These results strongly suggest that incorporating prompts, particularly simple
ones like Prompt2, along with both types of information (MS/DM(++)), en-

hances BERT’s classification capabilities.

Friedman Test Ranking
Promptl + MS 1.6
Prompt2 + DM++ 2.1
Prompt2 + MS/DM++ 24
RoBERTa Baseline 3.9
Statistics

Chi2: 11.91
Friedman’s F 7.9
F(7,42)—0.05 3.9
t-test (p value) 0.012

Table 6.6: RoBERTa prompts performance ranking.

In Table 6.6, RoBERTa model shows that the combination of prompt 1 and MS achieved
the best ranking position, supported by statistical evidence. The chi-square value of 11.91
and Friedman’s F-value of 7.9 indicate significant differences in performance among the
prompt configurations and the baseline (p < 0.05). Furthermore, the t-test provides addi-
tional support, with a lower p-value indicating that prompt 1 with moral information

outperforms the RoBERTa’s baseline.
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ALM BLM BAL DAV ELE RED SAN

Baseline 78.79 88.56 71.19 49.87 79.17 73.10 78.12

MS 81.35 88.40 64.29 47.94 79.99 73.48 79.60

w | P1| DM+ 78.43 88.84 67.04 49.80 80.29 73.11 77.42
5 MS/DM++| 79.89 88.46 67.21 49.71 7827 74.26 78.85
S MS 82.08 90.10 69.70 49.08 77.88 73.70 80.07
P2 | DM++ 81.16 89.32 66.99 50.78 80.46 73.93 78.98
MS/DM++| 81.21 90.08 67.25 50.84 79.09 73.75 79.99
Baseline 67.22 82.00 56.26 31.79 59.43 - 60.04

MS 67.67 85.38 48.79 28.61 64.98 - 60.00

_, | P1|DM++ 69.50 81.41 58.81 25.26 62.05 - 57.59
QC_" MS/DM++ | 69.94 86.31 56.45 26.26 65.89 - 60.11
= MS 69.34 86.92 53.78 22.44 71.69 - 54.82
P2 | DM++ 71.30 84.93 56.82 26.49 66.41 - 59.02
MS/DM++ | 71.43 86.53 58.69 31.98 73.92 - 61.32
Baseline 60.66 81.21 36.31 15.72 62.98 49.20 53.66

MS 61.40 81.70 29.98 16.00 67.02 47.00 57.87

§ P1| DM++ 62.24 79.58 28.05 13.20 66.06 47.16 58.84
& MS/DM++ | 63.25 79.38 38.21 21.55 66.84 48.97 55.49
:5 MS 63.43 79.06 35.26 17.01 67.47 50.02 55.45
= | P2 | DM+ 60.78 81.06 28.68 19.92 60.68 50.47 57.86
MS/DM++ | 63.94 77.85 43.62 16.72 64.92 4855 58.57
Baseline 64.80 79.06 22.12 14.25 62.35 - 55.09

MS 60.73 79.60 32.53 11.72 63.03 - 55.24

S |P1|DM++ 61.67 7898 25.81 12.82 61.87 - 53.00
% MS/DM++| 60.75 79.67 34.98 14.63 60.16 - 54.76
Ei MS 59.66 79.58 27.82 10.93 60.28 - 54.55
= P2 | DM++ 98.67 81.68 24.59 12.77 59.29 - 55.93
MS/DM++| 58.29 81.80 20.27 17.03 60.03 - 57.10

Table 6.7: BERT performance on moral classification tasks with added knowledge with

lexicons and prompts.
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ALM BLM BAL DAV ELE RED SAN

Baseline 80.68 90.62 63.95 48.34 80.02 76.39 78.92

MS 80.51 91.57 69.75 49.50 80.77 75.97 79.42

w | P1| DMy 80.52 91.07 65.21 48.24 81.05 76.03 80.46
:‘f MS/DM;+ | 81.93 90.69 64.48 48.47 80.15 75.58 79.58
S MS 81.53 90.75 64.80 44.56 82.26 75.85 79.14
P2 | DM+ 80.86 91.29 64.50 49.35 81.38 77.06 79.24
MS/DM;+ | 83.11 91.32 70.91 52.37 82.16 76.75 79.75
Baseline 73.56 86.03 51.11 16.21 69.46 - 61.06
P1|MS 71.46 88.50 53.85 18.45 74.03 -  62.24
B DM+ 73.09 86.30 56.56 17.37 70.23 - 59.79
g MS/DM++ | 71.78 88.19 50.76 20.99 73.35 - 61.27
S P2 MS 73.60 88.66 51.76 20.14 74.51 - 57.93
DM+ 74.33 86.73 52.76 20.09 T71.69 -  62.76
MS/DMy+ | 72.82 88.42 4931 1542 7293 - 61.61
Baseline 65.17 81.46 27.36 19.47 66.76 50.52 53.06

MS 68.33 82.86 30.81 19.97 66.53 52.67 56.40

§ P1| DM+ 66.34 80.90 24.78 20.25 62.63 52.68 55.99
A MS/DM++ | 66.99 80.77 33.41 14.78 66.08 52.94 55.31
3 MS 68.15 82.69 30.85 13.07 65.48 51.89 56.86
= | P2 | DM+ 64.07 81.78 41.45 16.15 63.08 53.66 57.79
MS/DMy+ | 70.98 81.92 29.87 13.61 63.53 51.84 56.06
Baseline 62.57 80.70 27.55 12.07 62.65 - 53.65

MS 65.32 80.89 30.85 9.91 63.46 - 55.87

3 | P1| DM+ 65.86 81.25 32.42 11.67 61.76 - 56.55
.j‘g MS/DM;+ | 63.75 81.82 33.81 12.02 63.58 -  56.68
E MS 64.34 81.51 32.32 14.07 62.51 - 53.76
= | p2 DM+ 62.80 79.98 37.57 18.57 61.43 - 53.31
MS/DM;+ | 67.38 80.73 32.13 14.98 64.14 -  54.61

Table 6.8: RoBERTa performance on moral classification tasks with added knowledge with

lexicons and prompts.
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6.3 Cross Dataset

Figure 6.1 shows the distribution of the difference between the base-case performance and
the use of different prompts (1,2 and 4) and lexicons (MS and MS/DM++ )for the Moral-
ity pressence task. With the use of the MS lexicon, greater improvements are generally
observed as the complexity of the prompts increases in a cross-domain environment. The
box plots represent the interquartile range (the central 50% of the data), with the central
line indicating the median improvement. For the most complex prompt, P4, a marked im-
provement is observed, with the median indicating an approximate 1.5% increase in moral
presence detection, and an interquartile range of up to 2%, compared to simpler prompts

where a greater presence of negative results ('deterioration’) is observed.

Using both lexicons does not provide significant benefits and may even negatively im-
pact performance, especially when the complexity of the prompt increases (MS/DM++).
This may indicate that subjective information saturation does not effectively contribute to
the improvement of moral presence detection. It highlights that the effectiveness of using
different prompts in combination with a specific lexicon (such as MS) may vary depending

on the application context.

Furthermore, it is noteworthy that prompt 4, which includes multiple moral values,
shows superior effectiveness in cross-domain settings, while in non-cross-domain settings,
prompt 1, which addresses only one moral value, performed better. This suggests that
incorporating more than one moral value (as in prompt 4) can enhance performance in
diverse scenarios, whereas focusing on a single moral value (as in prompt 1) might be more

effective in a more consistent or homogeneous dataset.
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Improvement
o

MS P1 MS P2 MS P4 MS/DM++ P1  MS/DM++ P2 MS/DM++ P4

Figure 6.1: Comparison of moral presence detection using different prompts and lexicons,

distribution of difference between baseline and lexicon approach

For more details on the most significant improvements, table 6.9 shows the percentage
increases in moral presence detection using the MS lexicon with the most complex prompt
(P4). The rows represent the domains used for training, while the columns represent the

inference domains. The values show the percentage increase over the baseline.

The ELE domain shows significant improvements in all inference domains, especially
when trained on the BLM (+5.14%) and DAV (+2.46%) datasets. Notably, training on the
ALM domain produces the largest improvement in the SAN domain (+3.89%), highlight-
ing its robust applicability across different contexts. The BAL domain shows consistent
improvements in almost all inference domains except DAV. However, training in the RED

domain sometimes has negative effects, especially in the ALM domain (-2.35%).

Using the MoralStrength lexicon with a complex stimulus generally improves perfor-
mance in several domains, although some benefit more than others. It is important to
carefully select combinations of training and inference domains to maximise recognition

accuracy.

Figure 6.2 illustrates the difference in performance between the base case and various
prompts and lexicons used for the Morality assessment task. Similar to the Moral Presence
task, prompts 1, 2, and 4 were selected with the lexicons MS and MS/DM++. In this

case, there is no significant difference between the use of one or both lexicons. However, in
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ALM BLM BAL DAV ELE RED SAN
ALM - +0.27  -0.76 -0.07 +1.31 +1.73 +3.89
BLM | +3.91 - +1.64 -021 +3.24 40.41 +41.27
BAL | +3.36 +3.28 - -1.05  +3.90 +3.04 +3.04
DAV | +1.48 +1.71 +1.35 - +1.73 -0.61 +1.06
ELE | +1.59 +5.14 +1.75 +42.46 - +3.51  +2.22
RED | -235 +143 +238 -0.26 +1.79 - +1.32
SAN | +0.72 +0.08 +0.62 +1.27 +1.05 0.00 -

Table 6.9: Impact of MS P4 on Baseline.

contrast to the detection of the presence of morality, in this case the use of both lexicons
with the more complex task (P4) stands out, as it produces a considerable improvement. It
is observed that both the maximum value of the interquartile range (boxplot box) and the

median exceed all cases, reaching approximately 4% and 2%, respectively.

In this context the use of emotional values reflected allows the model to more fully
capture the underlying morality. By considering a wide range of moral values, the model

can more accurately assess the diversity and complexity of the text.

14
13
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11

=
o

Improvement
O H N W H» UL O N 0 ©

MS P1 MS P2 MS P4 MS/DM++ P1 MS/DM++ P2 MS/DM++ P4

Figure 6.2: Comparison of moral presence detection using different prompts and lexicons,

distribution of difference between baseline and lexicon approach.
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As seen in Table 6.10, in general, the BLM and RED domains benefit the most from the
combination of the MoralStrength and DepecheMood(++) lexicons with the more complex
prompt, achieving the greatest improvements, reaching up to 12%. Other domains, such as
ELE and SAN, also show improvements, but with greater variability and sensitivity to the
training data. Notably, DAV does not produce the best inference results. This could result
from several factors, such as the complexity of moral discourse in tweets or mismatches
between lexicons and domain language. seen in Table 6.10, in general, the BLM and RED
domains benefit the most from the combination of the MoralStrength and DepecheMood++
lexicons with the more complex prompt, achieving the greatest improvements, reaching up
to 12%. Other domains, such as ELE and SAN, also show improvements, but with greater
variability and sensitivity to the training data. Notably, DAV does not produce the best
inference results. This could result from several factors, such as the complexity of moral
discourse in tweets or mismatches between lexicons and domain language. In general, the
combination of MoralStrength and DepecheMood++ with the more complex
prompt is a promising strategy for improving the detection of moral presence

across a variety of domains.

ALM BLM BAL DAV ELE RED SAN
ALM - +9.44 +1.85 +1.56 +6.37 +5.38 +4.60
BLM | -4.11 - -0.44 4247 4570 +6.45 +1.15
BAL | +1.29 +12.16 - -0.34  +4.54 +1.37 +2.57
DAV | +5.38 +8.17 +0.05 - +1.84 +1.92 +4.02
ELE | +1.51 +45.82 -1.07 -1.71 - +1.08 -1.12
RED | +2.76 +740 +3.56 +1.15 +1.95 - +1.26
SAN | -6.53 4047 +1.24 +40.32 +1.53 +2.28 -

Table 6.10: Impact of MS + DM P4 on Baseline.

6.4 Diverse Annotator Perspectives

In relation to the research questions 3 and 4; Table 6.11, shows in terms of the model’s
performance that when using several perspectives in prompts, a significant im-
provement in the classification performance was obtained in all domains. This
suggests that the choice of prompt and additional information on different perspectives can
influence and improve the results. The incorporation of this additional information has effec-
tively provided more contextual cues, allowing the model to better understand and classify

morality in different texts across various domains. Moreover, the observed improvements
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in F1 scores highlight the effectiveness of leveraging diverse perspectives from annotators.
By adding these into the training process, the model becomes more efficient at recognizing
moral nuances present in texts. However, it’s remarkable that while the prompt-based ap-
proach has led to considerable enhancements, certain domains, like Davidson, still present

challenges for accurate classification.

F1-score
Baseline Prompting
ALM 64.71 88.74
BLM 85.46 95.82
Baltimore 42.58 76.32
Davidson 15.84 66.03
Election 61.11 88.22
Sandy 55.73 86.44

Table 6.11: Evaluation of the addition of different perspectives in training. The F1-Score

results are compared with baseline results in all domains.

Analysing the nature of annotator disagreement by training a learning model to predict
whether a given text presents annotation challenges, Table 6.12 reveals that, in some cases,
the classifier effectively distinguishes divergent instances, particularly evident in the BLM,
Baltimore, and Election domains, which exhibit the highest performance metrics. However,
in domains like ALM, Davidson, and Sandy, classifiers struggle to discern divergence, albeit
achieving an F-score of 58% for ALM and Sandy. This variance among domains is consistent

with previous studies, indicating that differences in MF'TC domains influence prediction task

quality.
Acc. Fl-score | Neg. inst. Pos. inst.
ALM | 58.55 58.36 94 99
BLM | 68.94 68.49 120 115
BAL | 79.26 79.25 402 355
DAV | 48.17 47.75 442 403
ELE | 71.61 71.39 272 288
SAN | 58.82 58.81 180 177

Table 6.12: Evaluation in the task of predicting whether a text is challenging to annotate
with morality. Accuracy, macro averaged F-score, and the number of negative and positive

instances are reported.

Overall, these findings highlight the existence of language cues that indicate to learners

whether a text is challenging to annotate. Given that these language cues may vary across
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different annotation domains (and in addition with difference between domains adding lex-
icon information), a detailed analysis was done. SHAP method was used to analyse how
learners interpret texts in terms of divergent annotations. Figure 6.3 shows the results
obtained from a selection of the tokens that have the highest relevance for either the neg-
ative or positive classes. Tokens with negative SHAP values are relevant for detecting the
negative class (low disagreement), while tokens with positive SHAP values are related to de-
tecting the positive class, where the disagreement is higher. It is observed that tokens with
negative SHAP values are generally words with semantics not pertinent to morality and
innocuous in terms of societal or cultural issues; Interesting examples are photo, wonderful,
green, internet or babies. This is an intuitive result since annotators will generally agree
within texts that do not convey a strong moral or cultural position. In contrast, tokens with
positive SHAP values tend to express strong moral significance. Some examples of these
words are democrats, evil, god, racism, homo (from homosexuality), and respect. Again,
this can be explained if we consider that annotators will disagree more frequently when
assessing documents that include morally and culturally stronger positions. Interestingly,
some tokens with higher positive SHAP values revolve around polemic or even harmful

matters such as religion, sexual practices, and racism.
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Figure 6.3: SHAP values of interesting tokens. Positive values indicate relevance towards

the positive class, while negative values indicate otherwise.
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CHAPTER

Conclusions and future work

In this chapter it will be describe the conclusions drawn from this project, and and the

possible avenues for future work.

7.1 Conclusions

As the complexity of the task increases, there is a noticeable decline in the F1 scores of
both models, where the results vary significantly across different domains and thematic
areas. The task of detecting the presence of moral traits (MPres) is the least complex and
thus has the highest scores. In contrast, tasks involving the evaluation of general morality
(MultiPres) and the inclusion of his polarity in moral evaluation (MultiPol) are the most

complex, showing the greatest declines in F1 scores.

When enriching the input with subjective information such as emotions and moral
knowledge through prompting, differences emerge between the pre-trained models. Al-
thought RoBERTa appeared to perform better across all; as task complexity increased

(classes to classification), the performance gap between the models narrowed.

In analysing which type of information influenced the results, it was observed that BERT
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had a greater impact when using the morality lexicon or both lexicons simultaneously. In
contrast, RoOBERTa showed a significantly greater impact when using the emotion lexicon.
Although, in general, the addition of any knowledge to the input did not degrade perfor-
mance, it is true that emotions had a more substantial influence on RoBERTa than on
BERT. On the other hand, the way information was presented to the model also influenced
performance. For example, BERT tended to benefit from more complete cues that included
structured context along with the original text, whereas RoBERTa showed improvements

even with simpler cues involving direct concatenation of lexical information.

When evaluating RoBERTa’s generalization across different contexts, although expect-
edly the results were poorer than when fine-tuning on each specific domain, they were not
drastically low. However, the effectiveness still depended on the domain or dataset type,
indicating that certain messages or texts reflecting specific themes were more challenging for
the model to evaluate. The method of adding knowledge through prompting also improved
results across domains, aiding in transfer learning and enhancing the model’s generalization

capabilities.

7.2 Research Outcomes

In this section, the conclusions and answers to the proposed research questions are presented.

The outcomes achieved are explained, and the improvements obtained are discussed

Firstly, RQ1 inspects how varying levels of task complexity impact the accuracy and
performance differences between two models used for moral prediction in text. This ques-
tion has been addressed by evaluating the F1 scores of BERT and RoBERTa across tasks of
differing complexity, showing a noticeable decline in F'1 scores for both models as task com-
plexity increased.For instance, the task of detecting the presence of moral traits (MPres)
is the least complex and yielded the highest scores. In contrast, tasks involving the eval-
uation of general morality (MultiPres) and the inclusion of polarity in moral evaluation
(MultiPol) were more complex and resulted in the greatest declines in F1 scores. This
demonstrates that as task complexity increases, the efficiency of training and the effective-
ness of predictions are negatively impacted, validating the hypothesis that task complexity
significantly affects model performance. Secondly, RQ2 explores the effect of integrating
subjective information, such as emotions and moral knowledge embedded within text, on
the generalization capacity of learning models used for automated moral assessment. This
has been examined by enriching the input with subjective information through prompting

and observing the performance differences between BERT and RoBERTa. The findings
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indicate that RoOBERTa performs better across all tasks when subjective information is in-
cluded. Notably, as task complexity increased, the performance gap between the models
narrowed. This suggests that incorporating subjective information generally enhances the
models’ ability to generalize moral evaluation, making them more robust and adaptable

across different contexts.

In RQ3 it was inspected the effect of exploiting the diversity of annotators’ perspectives
for automated moral estimation. It is shown that the different annotators do highly impact
the quality of the predictions if taken in isolation. Attending to this, it is clear that the
diversity of annotators and domains are variables to take into account when generating new
data repositories. In contrast, the experiments show notable and consistent improvements
in the classification performance when adding the predictions of models trained to estimate
individual annotators’ perspectives into an ensemble model. Such a positive result motivates
future research on harnessing diverse perspectives into learning systems. Finally, RQ4
proposes the task of estimating whether a data instance is challenging to annotate. That is,
if an instance generates disagreement among annotators. Through this task, we intend to
analyse the linguistic cues that indicate disagreement factors. The experiments show that
the ability to estimate disagreement can achieve high performance scores but varies across
domains, indicating considerable variance. By doing a subsequent analysis using SHAP
values, we have discovered that the disagreement instances tend to contain strong moral,
political, or cultural meanings. On the contrary, instances where annotators typically agree

normally contain more neutral language.

7.3 Future work

Future research should address several limitations noted in this study, such as the data
volume. Despite having a substantial dataset (over 35,000 texts), these models are typically
trained on millions of data texts from diverse sources. Additionally, the inherently subjective
nature of the task, as mentioned in Section 77, implies that both the data annotations
and the added subjective information can introduce biases, potentially hindering accurate
classification. Future work will explore the use of multi-label prediction to account for
the presence of multiple moral traits simultaneously, involving consideration of all possible

moralities for the detection of multiple moral traits at once.

Furthermore, other methods of introducing subjective information will be explored, as
well as other models like LLMs. This exploration may include the possibility of embedding

subjective information directly or incorporating different types of data.
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Impact of this project

The project focuses on the development of a system for estimating moral foundations based
on natural language processing techniques and transformational models. As mentioned in
the introduction, in a world where digital platforms have radically altered our interactions
and the way we consume information, there is a pressing need to understand how these
channels influence our online perceptions and behaviours [65]. Moreover, the increasing
emergence of polarised debates and divisive discourses in the digital sphere poses an urgent
challenge to be solved by detecting [74, 94]. In this context, the project proposes to address
these challenges by developing a system capable of estimating the moral foundations present
in online discourse, in order to promote more respectful and understanding communication
in social networks and other digital environments. This project not only addresses the
challenges of online communication, but also has profound implications for various aspects
of society and technology. These include improving the quality of public debate, promoting
ethics in technology development and promoting a more inclusive and respectful digital

environment.
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8.1 Saocial, ethical, economic and environmental impacts

The project is framed within applied research with the aim of developing a tool that can be
integrated into digital platforms to moderate content and analyse discourse. The research is
carried out in collaboration with academic institutions and could be adopted by technology

companies and social media platforms.

The project has several impacts on different aspects. Socially, it supports content mod-
eration and the study of social movements. Ethically and legally, it emphasises algorithmic
accountability and user privacy. Economically, it supports automation and continuous use

of the model. Environmentally, it considers energy consumption and emissions.

Aspect Data Collection Design and | Testing Implementation
Development

Ethical User Privacy Algorithmic Data Annota- | Impartiality in
Accountability | tion Bias Evaluation

Economic Financial Feasibility | Research- Improved Pro- | Project Prof-
Development ductivity itability
Costs

Social Equitable Access to | Impact on Vul- | Inclusion / Di- | Impact  digital

Technology nerable Groups | versity interactions

Environmental | Resource Efficiency Energy Effi- | Environmental | Environmental

ciency Emissions Emissions

Table 8.1: Impacts throughout the project life cycle.

8.2 Detail of Impacts

This section details the main impacts of the project, describing each one and indicating the
possible groups or sectors affected, the relevant regulations and ethical codes, the assessment

possibilities and the associated economic impact.

The first relevant impact is on users’ privacy, which arises mainly during the data
collection phase. The collection of personal data to train models can lead to a violation of
privacy, which particularly affects users of social networks. Regulations such as the GDPR
(General Data Protection Regulation) are crucial in this respect; assessment options include
the measurement of data breaches, which may involve costs related to the implementation

of data protection measures and possible fines for non-compliance.
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Another important impact is algorithmic liability, which manifests itself mainly during
the design and testing phase of the system. The use of Al models for content modera-
tion poses risks of bias and error, affecting users of digital platforms, AI developers and
technology companies using the model. Regulations such as the EU’s Artificial Intelligence
Regulation and ISO/IEC standards on Al provide guidance in this regard. However, mit-
igating these concerns requires investment in the development of monitoring and auditing
systems, which also has economic implications. Energy consumption and emissions are
also a critical issue, especially during the training and testing phases of models. The high
energy consumption of Al models, such as transformers, contributes significantly to the
carbon footprint, with implications for society as a whole. Regulations such as the Zero
Net Emissions Industry Act (EU) impose restrictions in this regard. Measuring energy

consumption and carbon footprint during model training is one way of assessing this.

Finally, the impact on vulnerable groups is a major concern, especially during the use
phase of the system. Al-based content moderation may disproportionately affect certain
groups if the correct and regulated data is not included, potentially increasing pre-existing
biases and affecting vulnerable communities. In this regard, system fairness assessment,
model accountability, disparate impact analysis and auditing are essential to address these

concerns.

8.3 Sustainable Development Goals

This project contributes to several Sustainable Development Goals (SDGs) set by the United
Nations Agenda 2030:

e SDG 3. Health and Well-being: contributes to improving the tone and quality
of online interactions, which in turn promotes the mental well-being of users.

e SDG 4. Quality Education: promotes awareness and dissemination of ethical and

moral values, which contributes to quality education.

e SDG 5. Gender Equality : identifies and moderates possible discriminatory and

sexist discourse, promoting gender equality in digital environments.

e SDG 11. Sustainable Cities and Communities: contributes to the creation of

safe and more inclusive digital communities, improving the quality of public debate.

e SDG 12. Responsible Consumption and Production: encourages responsible

consumption of digital content by regulating participation in an ethical and respectful
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manner. It also improves the efficiency of content moderation, reducing the need for

intensive human intervention and optimising the use of technological resources.

e SDG 16. Peace, Justice and Strong Institutions: helps prevent arguments by
identifying and mitigating hate speech and violence online. It also promotes trans-

parency and accountability by integrating technologies adapted to moral values.

8.4 Emission Impact Detailed

The increasingly straightforward access to pre-trained models, facilitated by platforms like
Hugging Face, has democratized the use of artificial intelligence, allowing a wide variety of
users to benefit from these resources without the need to train models from scratch. How-
ever, this accessibility also entails an increase in environmental impact, as the widespread
use of these models implies a greater demand for computational resources and, consequently,

a higher emission of greenhouse gases [19].

The environmental impact of transformer models, such as BERT and GPTs, is sig-
nificant due to the substantial consumption of computational resources throughout their
lifecycle, from development to deployment. The initial development phase involves design-
ing the model architecture, conducting numerous experiments to test designs on a smaller
scale, and optimizing hyperparameters. Each of these activities entails running multiple
training cycles, which consumes a significant amount of electricity. The energy required for
these computational tasks directly translates into greenhouse gas emissions, especially if the
electricity is sourced from non-renewable sources. According to the study [86], training a

single Al model like BERT can emit as much CO2 as five cars over their entire lifespan.

Additionally, the infrastructure supporting training and deployment, such as cooling
systems and power supply in data centers, significantly contributes to the overall carbon
footprint. According to a report by OpenAl [3], the computational power used for training
large Al models has been doubling approximately every 3.4 months since 2012, leading to

increased energy demands.

To mitigate these environmental impacts, it is necessary to implement strategies that op-
timize the development and usage of these models. This includes techniques like Bayesian
optimization to reduce the number of training runs required, the use of energy-efficient
hardware such as GPUs and TPUs, and selecting regions where data centers operate on
renewable energy. Furthermore, it is crucial to promote transparency and disclosure of

information regarding emissions associated with these models, so that users can make in-

64



8.5. CONCLUSION

formed and responsible decisions about their usage.

The mean emissions of the various classification tasks implemented in the study are
detailed in Table 8.2, including fine-tuning and inference on the datasets including the 4
different tasks explained in 5.5. This was done using the CodeCarbon tool, which tracks

several different metrics for computational costs.

Duration | Emission | Emission RAM | CPU GPU RAM Energy
(min) (kg) rate power | energy | energy | energy | con-
(kg/s) (W) (kWh) | (kWh) | (kWh) | sumed
(kWh)
Fine 56.91 1.08e-03 1.90e-05 47.08 6.72e-05 | 3.54e-03 | 7.44e-04 | 4.95e-03
Tuning
Inference | 22.68 6.00e-06 1.40e-05 47.08 4.00e-03 | 2.00e-05 | 5.00e-06 | 2.90e-05

Table 8.2: Average Emissions and Energy Consumption for Fine-Tuning and Inference.

As shown in the table, fine-tuning the models generates significantly more emissions and
energy consumption than inference tasks due to the multiple training cycles involved. The
emissions generated by the use of these models reflect a significant environmental impact,
especially as much of the electricity used in these processes comes from non-renewable
sources. It is evident that fine-tuning and inference tasks, while critical to the adaptation
and application of these models to specific contexts, contribute significantly to the carbon
footprint. In particular, fine-tuning, which is essential for adapting a pre-trained model to

a specific dataset, consumes significantly more energy than inference tasks.

8.5 Conclusion

In conclusion, this project has the potential to have a significant impact in a number of
ways, both positive and negative. While there is the potential for negative environmental
impacts, such as increased energy consumption and emissions associated with the training
and implementation of Artificial Intelligence models, there are also positive aspects in social

and ethical terms if constraints and potential problems are properly addressed.

From a social point of view, the project can contribute to improving the quality of
online public debate, encourage more respectful and understanding communication in social
networks and other digital environments, and help identify and mitigate hate speech and

divisive discourse. It can also have a positive impact on online inclusion and diversity by

65



CHAPTER 8. IMPACT OF THIS PROJECT

promoting a more equitable and safer digital environment.

On the ethical side, it is crucial to address concerns related to user privacy, algorithmic
accountability and bias in the detection of moral grounds. Taking steps to ensure trans-
parency and accountability in system development and use can help mitigate these risks and
promote ethical use of technology. If the challenges are properly managed and measures are
taken to mitigate negative impacts, this project has the potential to bring about positive

change.
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Economic budget

This section details an adequate budget to bring about the project. Assuming a 5-year

amortization period, the used resources are:

Personal Computer (Software included): This includes a high-performance per-
sonal computer necessary for the development and execution of the system. It includes
essential peripherals such as a monitor, mouse, and keyboard. The total purchase price
is around €1,500.00. Over the 7-month project duration, its depreciation cost is approxi-
mately €175.00.

GPU (Graphics Processing Unit): To handle the computationally intensive tasks
involved in training and deploying Transformer models, a powerful GPU is required. The
selected GPU costs €3,500.00, and the depreciation cost over the 7-month period is €408.33.

A summary of depreciation is shown in Table 9.1, and the total cost is indicated in Table
9.2.
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Concept Purchase Use Amortization | TOTAL
Price (Months) | (Years)

Personal Computer | €1,500.00 7 5 €175.00

(Software included)

GPU €3,500.00 7 5) €408.33
Table 9.1: Depreciation of Material Resources.

Concept Hours | Price/hour | TOTAL

Cost of Labor(direct cost) 360 €12 €4,320

Cost of Material Resources (direct cost)

Personal Computer (Software included) - - €175.00

GPU - - €408.33

TOTAL - - €583.33

General Expenses (indirect costs) - - €735.50

Industrial Profit - - €338.33

SUBTOTAL BUDGET - - €6,377.16

Applicable vat - - €1,339.20

TOTAL BUDGET - - €7,716.37

Table 9.2: Project Budget.
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