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Abstract: The recent increase in user interaction with social media has completely changed the way
customers communicate their opinions, questions, and concerns to brands. For this reason, many
companies have established on the top of their agendas the necessity of analyzing the high amounts
of user-generated content data in social networks. These analyses are helping brands to understand
their customers’ experiences as well as for maintaining a competitive advantage in the sector. Due to
this fact, this study aims to analyze and characterize the public opinions from the messages posted by
Twitter users while addressing customer services. For this purpose, this study carried out a content
analysis of a customer service platform. We extracted the general users’ viewpoints and sentiments of
each of the discussed topics by using a wide range of techniques, such as topic modeling, document
clustering, and opinion mining algorithms. For training these systems and drawing conclusions,
a dataset containing tweets from the English-speaking customers addressing the @Uber_Support
platform during the year 2020 has been used.

Keywords: Twitter; customer service; Natural Language Processing; topic modeling; genetic
algorithm; local convergence algorithm; sentiment analysis; emotion analysis

1. Introduction

During the last decade, social media has constantly been growing, and it has com-
pletely changed the way people communicate and interact with the rest of the world [1].
This impact has directly affected customer engagement. Some of the most important com-
panies have decided to modify their customer service model based on phone calls and
paper forms to be adapted to this new way of communicating. This led companies to create
official accounts on the most popular social media networks in order to help customers
with their concerns, questions, and opinions.

Customers can freely express their satisfaction with a brand, and this could directly
affect the brand’s popularity since millions of users can read this public information. More-
over, companies need to analyze their competitors to obtain a competitive advantage [2].
For these reasons, the periodic capture and analysis of this large amount of user-generated
content will be critical for understanding the public opinion about brands and the provision
of higher quality responses that satisfy their needs.

Previous to this work, there have been several research projects that investigated
the analysis of user opinions in ride-hailing services. Some examples have been focused
on Facebook [3] and Twitter [4,5] domains. These research projects have proved that the
analysis of brands in this sector can be critical for understanding their customer’s opinions
to adapt their business models to their customer needs.

Thus, this article aims to analyze customer service from Twitter. This social network is
one of the most popular referring to customer services. Its simplicity of publishing short
messages has tailored perfectly with customer needs of communication with brands. We
decided to analyze Uber Customer Service (@Uber_Support [6]) due to its fast growth in
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the ride-sharing sector [7] and its robust customer service. Furthermore, we are particularly
interested in customer replies to the platform. We consider these tweets as the most valuable
ones for companies to understand the real necessities of customers when communicating
with brands.

However, the individual analysis of these tweets may not represent the opinions and
concerns of the majority of customers. So, in this project, we attempt to seek answers to the
following questions:

1. What are the most discussed topics posted by users in a customer service platform
regarding a transport company from Twitter?

2. How do different topic modeling and clustering technologies compare in terms of
performance?

3. What are the areas from transport and customer services where user satisfaction needs
to be improved?

To obtain a conclusion to these questions, we will perform several data mining tech-
niques in the captured tweets. These methods include the use of a wide range of topic
modeling procedures to determine the most discussed topics of the dataset, opinion mining
techniques to analyze the user’s sentiment and emotions when tweeting to these platforms,
and the use of several document clustering algorithms to group these tweets into the different
topics as well as their sentiments and emotions.

The remainder of this paper is organized as follows. Section 2 reviews the related work.
Section 3 describes the methodology used to achieve the objectives proposed. Section 4
presents the results obtained with the dataset created. Finally, Section 5 discusses the
conclusions of this work and its possible future outcomes.

2. Related Work

Social networks have become one of the main communication tools in our society
where users can share their daily activities and give their opinions about any theme. These
platforms have increased their number of users in recent years, and it is estimated that at
the end of 2021, there will be 3.78 billion active users [8].

One of the social networks that has experienced a fast increase in popularity in the
last decade has been Twitter. For this reason, this social network has become one of the
primary data collection sources for many research works in user opinion analysis. As
a result, several studies have emerged to investigate the impact of users’ opinions on
Twitter in a large variety of perspectives, including politics [9], opinions and sentiments in
sports [10,11], health issues [12], stock market analysis [13], and many others.

In addition to the previous fields mentioned, the analysis of customer opinions to-
wards brands using social networks has also been performed prior to this study. All these
articles [14–16] have concluded that analyzing large amounts of data generated in social
media can provide companies with better approaches for understanding customers’ needs.

Ibrahim and Wang [14] analyzed a corpus of tweets associated with five leading
UK online retailers covering the period from Black Friday to Christmas and New Year’s
sales. Their principal objective was the evaluation of the most common topics shared by
customers when tweeting these brands. Moreover, they were interested in determining
which areas of online retailing service users complained the most. To do this, they develop
topic modeling, sentiment analysis, and network analysis techniques on their corpus.
As a result, they determined that the areas with the most negative sentiment tweeted
by customers were the topics related to customer service and delivery. Based on this
conclusion, we can affirm that the analysis of customer services is an area of study that
needs to be exploited due to its common negative sentiment opinions.

Another study has also been carried out in the Twitter domain but based on the context
of transportation services [15]. Their objective was to introduce a new computational
method for eliciting influential factors that govern brand equity assessment. To do this,
they collected a corpus containing the keywords “@uber” and “#uber” from the official
Twitter platform @Uber during a three-month period. They analyzed the most discussed
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topics and developed a machine learning classifier for sentiments analysis. For the task
of clustering tweets into the different topics, they designed and implemented a Genetic
Algorithm based on their LDA results which improved the K-means clustering approach.
Their Genetic Algorithm based on clustering has been adopted in this project with the aim
of optimizing the solution described in our customer service dataset.

Finally, another relevant study has been carried out to analyze Uber’s transportation
service on the Twitter domain [16]. Their objective was the content analysis of tweets
related to this brand. To do this, they collected tweets containing the keyword “uber”
on a 19-day observation period. One of their conclusions revealed that Latent Dirichlet
Allocation (LDA) topic modeling could provide the capacity to extract the most discussed
topics in a large dataset in a short period of computing time.

3. Materials and Methods

The five steps this work tackles to obtain results are: (i) collect the tweets that refer to
a specific transport customer service (Section 3.1); (ii) pre-process and prepare the tweets
to reduce the dimensionality of the corpus (Section 3.2); (iii) perform a topic modeling pro-
cedure to find the most relevant topics in the dataset (Sections 3.3 and 3.4); (iv) implement
a document clustering system to group the collected tweets into the predefined topics in
the most efficient way possible (Section 3.5), and (v) explore the sentiments and emotions
of the collected tweets to understand the user’s expressions towards the customer service
(Section 3.6).

3.1. Data Collection

The collection of tweets was done through an advanced Twitter scraping tool called
Twitter Intelligence Tool (TWINT) [17]. Data was collected from tweets that contained the
keyword “@Uber_Support” to focus on the Official Uber Customer Service. These tweets
were filtered through the following criteria:

• They must be written in English since our goal is to address the English-
speaking community.

• Tweets posted by the customer service “@Uber_Support” were eliminated since our
achievement is to analyze customers’ demands and issues with the brand.

• Duplicated tweets were eliminated.
• Concerning spam detection, some of the most popular methods for generating fun-

damental truth are physical examination and filtering of blacklists [18]. The use of
machine learning methods for detecting spammers [19] is out of the scope of this
work and left as an interesting research line. In our case, we have used a physical
examination of the dataset by selecting the first 20 user accounts that posted the
highest volume of tweets in the dataset. Then, if one of those users was a spammer,
the whole account was eliminated from the dataset. In our particular case, we filtered
4 of these 20 accounts since we detected them as spammers. This analysis was fun-
damentally performed to reduce the creation of false topics in the topic modeling
approach (Section 3.3).

We decided to capture tweets between 1 January 2020, and 31 December 2020. Follow-
ing the steps mentioned above, the final capture of tweets resulted in 215,387 tweets.

3.2. Data Pre-Processing

Pre-processing of data is one of the most important steps before analyzing results.
Choosing appropriate pre-processing methods will improve text classification signifi-
cantly [20]. We decided to use some of the most popular Natural Language Process-
ing (NLP) Python libraries for pre-processing texts, such as the Natural Language Toolkit
(NLTK) [21], and SpaCy [22] projects.

The following steps were taken in order to pre-process the tweets: (i) tokenization to
split tweets into discrete words; (ii) removal of numbers, punctuation marks, emojis, emoti-
cons, URL paths, symbols, non-alphabetical words, English stop words, and tokens with
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less than one character; (iii) text lemmatization including Part-Of-Speech (POS) Tagging to
reduce the dimensionality of the corpus into only nouns, verbs, adverbs, and adjectives;
(iv) elimination of tokens with low frequency on the corpus; (v) stemming of words fol-
lowing the Snowball method; (vi) inclusion of n-grams with n from 1 to 2 (unigrams and
bigrams); and (vii) the elimination of empty tweets from the corpus and tokens whose
length was less than two characters since we consider an English word must have at least
three characters to provide any significant information.

3.3. LDA for Topic Modeling

Latent Dirichlet Allocation (LDA) [23] is a generative probabilistic model of a corpus.
This algorithm considers that each document is described by a distribution of topics, and
each topic can be reduced to a mixture of words based on the frequency to be assigned to
that topic. This unsupervised machine learning method allows reducing the dimensionality
of corpora to obtain relevant information. Moreover, LDA requires the user to define the
number of T topics for distributing the words from the corpus.

We have implemented LDA to obtain the underlying structure of latent topics in
our dataset. To do this, Python’s Gensim library [24] was selected due to its excellent
and intuitive implementation. Moreover, the Gensim library allows the execution of the
algorithm with multi-threads, resulting in an efficient and fast analysis. In this project, the
Gensim default α and β hyperparameters from LDA were selected.

3.4. Determining T Optimal Number of Topics

The main challenge facing topic modeling is to determine the optimal number of latent
topics in a group of documents. This issue is still one of the main difficulties faced by
researchers during topic modeling. For this reason, there is not a fixed methodology to
follow [25–28]. Our first approach was the implementation of a Markov Chain Monte Carlo
(MCMC) using Gibbs Sampling to obtain the optimal T topic model, which maximizes
the log-likelihood value (log P(w|T)). This approach was driven following Griffiths and
Steyvers’ model [28].

Finally, the optimal number of topics in our model was found by performing different
LDA implementations to achieve an optimal value of Topic Coherence. Topic Coherence
measures score a single topic by measuring the degree of semantic similarity between high
scoring words in the topic [29]. In this work, the c_v Topic Coherence measure was selected,
and it provides values from the range [0, 1].

For each of the models defined, several pre-processing techniques (Section 3.2) were
performed: (a) corpus lemmatization without stemming nor bigrams; (b) lemmatization
and stemming for reducing the granularity in our dataset; and (c) lemmatization, stemming
and the introduction of variations in the frequency to form bigrams.

We implemented LDA [24] in each of the proposed models, iterating T from 1 topic
to 40 topics to determine which T in each model has the maximum c_v measure. It is
important to clarify that c_v is a measure that helps to determine the optimal number of
topics, but this measurement requires human interpretability to determine if the T topics
selected are appropriate. For more extensive information on Topic Coherence measures,
we encourage the reader to see [29,30].

Finally, pyLDAvis [31] Python’s library was implemented in the T highest c_v measure
of each model to understand visually how words in each document were fitted among the
different topics declared. This tool was very useful for giving a name to each of the topics
extracted and checking the above-mentioned human interpretability.

3.5. Document Clustering

After performing topic modeling and determining the optimal T number of topics
in the dataset, LDA can represent each document as a vector containing the different
probabilities to be assigned to each of the predefined topics.
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However, these vectors do not provide the document’s topic but only a distribution
of probabilities to the different topics. For this reason, the next phase in our project was
to group each tweet into one of the predefined topics from Section 3.4. To do this, we
considered the use of several clustering techniques in our corpus as shown in Figure 1.

This work tackles two different clustering methodologies to determine which docu-
ments should be grouped to the different T topics. These methods involve the use of the
K-Means clustering algorithm [32] and a Genetic Algorithm [15,33] combined with a local
convergence algorithm.

Figure 1. Clustering algorithms implemented.

3.5.1. Clustering Algorithm: K-Means Description

K-Means is an unsupervised hard and partitional clustering algorithm. It was first
developed by Mac Queen in 1967 [32] and is one of the most widely used algorithms for
grouping data.

The basic idea of this algorithm is closely related to the optimization of the inertia
criterion. At first instance, the K centroids are defined by randomly selecting K different
instances [34]. Then, the remaining data points from the model will be assigned to the
clusters whose inertia score is the minimum. After this cluster-data point association,
centroids (µi) will move to the mean of its distribution of data points S as explained in
Equation (1).

µ
(t+1)
i =

1

|S(t)
i |

∑
xj∈S(t)

i

xj (1)

This process is repeated until the position of the cluster-centroids does not variate in
each iteration, where we can affirm that the algorithm has converged to an optimal solution.

The partitional nature of K-means will result in the creation of K groups where each
instance will only belong to a single cluster.

Scikit-learn [35] Python’s library was selected to implement the algorithm due to its
simplicity, good results, and efficient performance in computing time.

3.5.2. Genetic Algorithm

Once established a basis for clustering the documents from the dataset by using the
K-Means approach, we decided to use Genetic Algorithms aiming to optimize the results
provided in Section 3.5.1. Genetic Algorithms (GAs) [33] are adaptative heuristic search
and optimization techniques that provide solutions based on the ideas of natural selection
and genetics.

To perform this task, we have implemented in the project a Genetic Algorithm based on
clustering LDA probability vectors following the [15] model. Once we obtained the optimal
number of K clusters to divide the space using the K-Means algorithm (Section 3.5.1), we
created an initial population of 100 individuals where each individual was composed of K
clusters-centroids. These individuals followed the methodology described in [15] where
all its operators (generation of an initial population, crossover, and mutation techniques)
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guaranteed that their solutions were placed within the T-dimensional simplex in each
iteration. Besides, we included in the algorithm a selection operator followed by the
tournament procedure to slightly accelerate the convergence of the genetic process. We
ran this algorithm until its convergence process described an asymptotic result. In the case
of our project, 200 generations were established as a stop criterion. As in K-Means, the
implementation of this algorithm guaranteed that each tweet belonged to a unique cluster.
The Distributed Evolutionary Algorithms in Python (DEAP) [36] package was selected for
the implementation of this algorithm.

3.5.3. Local Convergence Algorithm

Genetic Algorithms aim to search for the global convergence of the problems, but
in some cases, their solutions may be near this optimal value. For this reason, the best
individual from the Genetic Algorithm described previously was introduced into a local
convergence algorithm aiming to obtain a fitter individual for its analysis.

The proposed optimization technique follows the idea described in [15] which es-
tablishes the criterion that all cluster centroids must be placed within the T-dimensional
simplex in order to obtain feasible results for Topic Clustering.

The local convergence algorithm used in this work was followed through the Sequen-
tial Least-Squares Programming (SLSQP) package from the Scipy library [37]. In order to
feed this machine learning model, four main inputs were introduced into the algorithm: (i)
the genetic fitness function from [15] for calculating its step derivatives; (ii) the step size
used for the numerical approximation of the Jacobian h = 1× 10−4; (iii) the stop criterion
ftol = 1× 10−5; and (iv) the K linear constraints that satisfied that all the K clusters from the
individual were placed in the T-dimensional simplex.

It is important to highlight that the restriction imposed by the dimensional simplex
refers to the idea that each cluster centroid must satisfy the constraint that all their coor-
dinates have to sum a probability value equal to the unit. The use of a local convergence
algorithm to optimize a topic clustering problem is, to the best of our knowledge, a
novel work.

3.6. Sentiment and Emotion Analysis

Sentiment and emotion analysis has become a fundamental step in every Opinion
Mining project. In our case, we considered of relevance the extraction of this information
from the collected tweets since these messages are public opinions that can directly affect
Uber brand popularity. We have selected two available free sentiment and emotion services
that allow us to process high volumes of tweets:

• For the task of sentiment extraction, we have used the Senpy [38] framework that
provides a simple interface to a wide number of Sentiment analysis services. In
particular, we have used the plugin Sentiment 140 since it can be executed locally on
our server.

• With respect to the methodology used for the emotion extraction, the framework
Rapidminer [39] combined with the MeaningCloud [40] commercial platform was
implemented through the Deep Categorization API. Specifically, the Emotion Recogni-
tion categorization model was used. Besides, this analysis resulted in the individual
evaluation of each tweet which was classified as a mixture of trust, joy, sadness, anger,
disgust, anticipation, fear, and surprise emotions.

The analysis of the collected data described in this section helped us to draw conclu-
sions from two different perspectives. Firstly the initial capture of the tweets (Section 3.1)
combined with the application of this analysis allowed us to obtain a general viewpoint
of the public opinion towards the Uber brand. Finally, the combination of these statistics
with the topic modeling approach (Section 3.3) and the document clustering procedure
(Section 3.5) described in detail the sentiments and emotions associated with each of the
topics described in the dataset.
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4. Results
4.1. Data Collection and Global Analysis

As mentioned in Section 3.1, tweets were collected from Uber customers addressing
the @Uber_Support Twitter platform during the entire year of 2020. As a result, we can see,
in Figure 2, the monthly volume of tweets during 2020.

Figure 2. Monthly volume of tweets.

Figure 2 shows interesting results that need to be interpreted: we can observe a
significant decrease (43%) in the daily tweet volume during March and April. This decre-
ment occurred with high probability due to the restrictions and confinements suffered
during those months throughout the world population due to the pandemic caused by
Coronavirus disease (COVID-19). After restrictions and confinements were decreasing,
we observed that people started to use transport platforms again to recover their daily
activities. This means that people also started to tweet their problems and opinions on the
different transport platforms again.

We also collected the most frequent words of customers and drivers to check the most
common and relevant issues these users post on the platform. Figure 3 shows a word cloud
with these most frequent words.

Figure 3. Most repeated words tweeted by customers.

This word cloud provides each word with a different size according to the frequency
on the corpus. Words like “driver”, “customer”, “time”, and “thank” are the most frequent
words. These word frequencies show that people commonly tweet to @Uber_Support to
discuss problems or recommendations related to drivers and their customer service.

Regarding the opinion analysis, we have grouped the tweets according to their senti-
ment and emotion following the processes described in Section 3.6. As a result, Figure 4
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shows the global outcome of the sentiments and emotions described in this customer
service dataset.

Figure 4. Global sentiment and emotion percentages.

The first conclusion we have drawn from the sentiment analysis was that Uber users
who post tweets containing a sentiment usually express a negative polarity (38.8%) over
a positive one (13.3%). We consider this fact a worrying outcome since this transport
company highly depends on users’ satisfaction to compete with their competitors.

Regarding the emotion extraction, it is observed that the trust (21.9%) and anticipa-
tion (19.0%) emotions are the predominant emotions in the collected tweets. However,
the emotions related to disgust (15.9%) and anger (15.4%) seem to appear frequently in
these customer services. Based on these results, we believe that a high proportion of
negative tweets from the dataset can be intimately related to tweets expressing anger and
disgust expressions.

In addition to the previous analysis, we collected the ten most frequent hashtags in the
dataset, and we classified the tweets containing these hashtags according to their sentiment
value, as can be seen in Table 1.

Table 1. Hashtags frequency and sentiment percentage.

Hashtags Frecuency
Sentiment (%)

Positive Negative Neutral

#uber 2207 18.12% 38.92% 42.95%
#ubereats 1114 16.78% 42.72% 40.48%
#customerservice 238 19.74% 37.81% 42.36%
#ubersucks 224 9.82% 37.5% 52.67%
#boycottuber 213 18.30% 37.08% 44.60%
#covid19 190 32.10% 27.89% 40%
#uberdriver 174 14.36% 46.55% 39.08%
#fraud 167 22.15% 33.53% 44.31%
#badcustomerservice 157 26.75% 31.84% 41.40%
#customerexperience 148 14.86% 33.78% 51.35%

The obtained results show that the majority of the tweets containing hashtags describe
a neutral polarity. However, some tweets containing the specific hashtags related to Uber
Eats and Uber drivers describe a predominant negative sentiment value which can be
related to a user’s negative experience related to these services.

As the last step from this section, we decided to filter the most frequent words and
phrases from the negative and positive tweets. At first instance, it can be assumed that
these words individually may not represent (in most cases) a sentiment value. However,
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their placement on negative tweets and positive ones may encode a vocabulary of words
that can describe a sentiment value in the context of both transport and customer services.

To perform this task, we first made several pre-processing of the dataset. After that,
we visualized in Figure 5 a scatter plot [41] containing the frequency of these words in
both positive and negative tweets. This figure represents a distribution of words into a
2-dimensional space where their axis represents the frequency of the positive and negative
categories for each word.

Figure 5. Frequency of words for both Positive and Negative categories. On the right, most frequent words for Positive
(Top Positive) and Negative (Top Negative), and both (Characteristic).

In this way, the y-axis encodes the frequency in the positive category where words
located on the top area frequently appear in positive tweets (e.g., “quick response” and
“worries”). This means that these words will represent with high probability a positive
sentiment in the context of transport and customer services. Similarly, the x-axis represents
the negative category where the words located on the right area are highly frequent in
negative tweets (e.g., “want money”, and “restaurant closed”).

However, there are several words such as “thanksuber” or “driver” which are located
with high frequency in both categories. This means that these words are usually written on
both negative and positive tweets. For example, the term “thanksuber” can be associated
with both categories since users may post this word using an ironic expression providing a
negative opinion towards the platform, or conversely, they are expressing their gratitude
to the response provided by the service.

In light of these results, it is observed that this first analysis does not provide deep
information from the dataset since it only describes global statistical information. Hence,
the following sections of this work will describe in detail the process to segregate the
different tweets into their topic with the purpose of classifying the sentiment and emotion
information of each of the latent topics.

4.2. Topic Modeling Performances and Results

To perform the task of extracting the most discussed topics, we have evaluated the
T topics with c_v maximum in each LDA model described in Section 3.4. As a result,
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we decided to select the model shown in Figure 6. This LDA model uses lemmatization,
stemming, and bigrams with a minimum frequency to create them to 10 times.

Figure 6. LDA model selected for its analysis.

From the previous figure, it is observed that the maximum value of coherence score
(c_v) is located in 7 topics with a value of 0.4956. The principal reason for selecting this
model among the rest of the models analyzed during the project involves the above-
mentioned combination between high c_v results and human interpretability. In our
particular case, we experimented that some of the models described in Section 3.4 had
higher values of c_v score than others. However, after the individual analysis of each topic
(particularly the words this topic contains) from those models, we experimented that some
of them could be grouped as the same topic.

For this reason, in order to ensure that each topic represents a unique theme in
the dataset, we combined the previous c_v analysis from Figure 6 with a pyLDAvis [31]
implementation (Section 3.4). As a result, Figure 7 shows the distance between topics in a
two-dimensional space using pyLDAvis [31].

Figure 7. Topic modeling representation.
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We can notice that all the topic groups from Figure 7 are well separated from each
other. For this reason, topics do not have similarities between them, and we can ensure
that our topic modeling proposed is viable for its analysis.

After this previous analysis, we have determined that the optimal number of topics
in the dataset refers to seven non-overlapped topics. Intending to optimize the solution
created in this section, we implemented some of the most widely used topic models.
Specifically, this work has focused on the comparison between the Non-negative matrix
factorization (NMF) [42], the Latent Semantic Analysis (LSI) [43], and the LDA models, tak-
ing advantage of the OCTIS [44] project. This project help researchers easily train, analyze
and compare several Topic Models on their corpus. OCTIS optimal hyperparameters can
be estimated by means of a Bayesian Optimization approach. In this work, we have used
OCTIS to compare the topic models mentioned above through several evaluation metrics
(coherence score and topic diversity).

Table 2 shows that the models that use NMF and LDA for topic modeling lead to
the best performance metrics. As they both have similar results, we decided to continue
focusing on the model with the maximum c_v score. For this reason, we selected the model
that uses the LDA method for distributing the words from the corpus into the seven topics
in order to analyze them individually.

Table 2. Topic models evaluation for T = 7 topics.

Topic Modeling Evaluation

Evaluation Metrics NMF LDA LSI

C_V 0.4884 0.4902 0.3820

UMass −2.5915 −2.727 −2.2890

UCI 0.1641 0.1417 0.0039

NPMI 0.03629 0.03175 0.00496

Topic Diversity 0.6857 0.8142 0.3714

Before giving a name to each of the seven topics obtained, previous research on
transport platforms and customers services was realized. As a result, Table 3 shows these
seven most discussed topics in the dataset with its most frequent words providing a word
cloud, a detailed description of each of the topics, and the name of the topic.
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Table 3. Description of the seven latent topics from the dataset with their most frequent words using LDA topic modeling.

Topic Name Wordcloud Topic Description

Uber account/
Uber app

Customers reporting issues when logging into Uber app or validating their
accounts.

Uber drivers
Customers reporting issues or giving their opinion about Uber drivers. This
topic also includes Uber drivers asking for support about their licences and
regulation.

Money and
payments

Users contacting with Uber Support platform due to money issues and wrong
payments on their accounts.

Uber Eats Clients contacting with Uber Support to resolve issues related with Uber Eats
platform.

Opinions about
Customer
Service

Tweets sharing the experience about contacting Customer Service or asking
for additional support or refunds.

Time and
cancellation Time related issues, including cancellation of the trip by the driver at the last

minute and longer than expected waiting time to the driver to arrive.

Contact with
Uber Support

Clients or drivers contacting directly with Uber Support to provide alter-
native ways of contact (email, telephone, direct message...) or answering
previous conversations.

4.3. Clustering Performances and Results

To perform the task of grouping each of the tweets into one of the predefined topics,
we first introduced in the project the K-Means algorithm. However, the unsupervised
nature of this algorithm (Section 3.5.1) requires the user to establish the optimal number
of clusters to partition the space. To do this, we followed an iterative process by making
variations on the number of clusters. In each iteration, we measured the total value of
inertia, as can be seen in Figure 8.

It is observed that the optimal value for clustering the LDA probability vectors refers
to K = 7 with a total inertia value of 17,051.66. Moreover, this K value projects the same
result as the optimal number of topics T = 7 (Section 4.2). Besides, we highlight from this
algorithm that each cluster centroid is uniformly distributed in a 7-dimensional space since
their predominant components (Table 4) are not repeated in any of the centroids. For this
reason, each cluster defines a unique topic, and each document associated with the same
cluster will share the same topic.

After this first clustering approach, we introduced the Genetic Algorithm and the local
convergence algorithm described in Sections 3.5.2 and 3.5.3 with the aim of optimizing
the inertia value calculated with the Elbow Method for a K = 7 cluster representation, as
shown in Figure 8.

The obtained results are shown in Table 5, where the three algorithms were compared
following the fitness evaluation described in [15]. It can be seen that the hybridized GA,
which is referred to as the use of the GA and the local convergence algorithm, describes
the same mathematical performance as the K-Means algorithm performed with Scikit-
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learn [35]. In light of these results, it is safe to assume the hypothesis that both algorithms
could have reached the global minimum of the problem.

Figure 8. Evaluation of the optimal number of clusters.

To conclude this section, Table 4 shows the predominant component of each cluster
centroid and the percentage of tweets associated with each of the clusters by using both
K-Means and the hybridized Genetic Algorithm. It is seen that both algorithms describe
nearly the same tweet distributions through the topics where the topic related to “Contact
with Uber Support” has the highest volume of tweets. Moreover, this table shows that both
algorithms distribute the predominant component of each cluster centroid in a similar
position of the 7-dimensional space.

Table 4. Predominant component of each cluster centroid and tweet distribution through the topics.

Topic Name Predominant Component No. Tweets (%)

Kmeans Hybridized GA Kmeans Hybridized GA

Uber account
/Uber app

0.5922 0.5931 15.21% 15.22%

Contact
with Uber
Support

0.6341 0.6348 20.93% 20.94%

Time and
cancellation

0.5210 0.5226 10.23% 10.23%

Opinions
about customer

service

0.5777 0.5787 17.19% 17.20%

Uber Eats 0.5717 0.5738 12.35% 12.33%

Money and
payments

0.5285 0.5317 10.50% 10.47%

Uber drivers 0.5040 0.5045 13.59% 13.61%

Table 5. Evaluation of K-means, Genetic Algorithm, and hybridized GA for K = 7 clusters.

Algorithms K-Means GA Hybridized GA

Fitness 0.08262 0.08576 0.08262
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4.4. Sentiment and Emotion Analysis of Each Topic

The last step of this work involves the detailed analysis of the sentiments and emotions
for each of the different topics described. To perform this task, we have combined both
topic modeling techniques (Section 4.2) and the hybridized Genetic Algorithm (Section 4.3)
to group each tweet that contains sentiments and emotions into the identified topics.

The volume of sentiments and emotions associated with the different topics is shown
in Figure 9. This figure plots two vertical stacked bars for each topic where the left bar
defines the sentiments of the topic (red for negative sentiments and green for positive ones),
and the right bar describes the emotion volume for each topic.

Figure 9. Sentiments and emotions associated with each topic.

Based on the sentiment values, it is observed that all the discussed topics in the
dataset show more negative tweets than positive ones. This result means that Uber users
address the customer service platform (@Uber_Support) to tweet about complaints and
problems with a negative expression on their posts with more frequency than using positive
expressions, independently of the topic they are referring to. Specifically, the tweets related
to the “Time and cancellation”, “Uber account / Uber App”, and “Uber Eats” topics seem to
have the highest negative sentiment values since these topics show the highest difference
between negative tweets and positive ones.

With respect to the emotions, two relevant conclusions can be extracted. Firstly, we
can observe that the topic related to “Opinions about Customer Service” shows the highest
volume of emotions. Furthermore, it is observed that the predominant emotions of this
topic are related to disgust and anger expressions. In light of this result, it is safe to assume
that most of the negative tweets from this topic could be related to customers who are angry
or disgusted about the support provided by the customer service. This emotion result
justifies the high values of anger and disgust described in Figure 4. The second relevant
feature extracted from this analysis emphasizes that the topic related to “Uber Eats” shows
that the anticipation emotion is the most repeated one among these tweets. This result
could be intimately related to the user’s expectancy of awaiting food that did not arrive on
time (e.g., “@Uber_Support my food never arrived”), which can also be related to the high
volume of negative tweets from this topic.

5. Conclusions and Outlook

This work has focused on analyzing the messages posted by users to a customer
service platform based on the social network Twitter. Specifically, we have analyzed the
customer’s voice from the @Uber_Support transport service platform during the complete
year of 2020. Furthermore, three main research questions have driven this work.

In relation to the first research question, before obtaining the different topics from the
dataset, we first have characterized a global analysis of the collected data, which helped us
to understand the users’ viewpoints when publishing information in the context of both
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transport and customer services. Specifically, we have been able to quantify the monthly
volume of tweets in which we have determined that the COVID-19 disease directly affected
the daily volume of questions and concerns of users towards these services. Additionally,
we have been able to characterize the sentiments and emotions of the users when tweeting
to this customer service platform. The conclusion we draw from this analysis was that
a wide range of users who post negative tweets usually relates to disgust and anger
expressions. Furthermore, we noticed that the majority of the tweets containing sentiments
usually describe similar vocabulary expressions, which can be related to the context of both
transport and customer services.

However, the previous analysis did not characterize the underlying structure of the
dataset since it only described the most common statistics from an opinion mining project.
Therefore, to provide high-quality approaches that can help companies to understand
users’ demands, we considered the importance of answering our first research question
related to obtaining the latent topics in the platform. For this reason, we performed several
pre-processing techniques on the collected data, and we combined them with several topic
modeling techniques. This process concluded that customers and drivers usually posted in
2020 tweets to @Uber_Support concerning seven different topics.

In addition to the topic modeling system, we performed several clustering techniques
to group each tweet into the identified topics. Firstly, we introduced into the project the
K-Means algorithm, where we concluded that the optimal number of clusters to divide the
space referred to seven clusters. Additionally, intending to optimize the solution given by
the K-Means approach, we used a Genetic Algorithm based on clustering LDA probability
vectors following the model proposed in [15]. Finally, we introduced the fittest individual
from the previous algorithm into a local convergence algorithm which followed the linear
restrictions imposed by the probability simplex for each cluster.

The conclusions obtained from both topic modeling (NMF, LDA, and LSI) and clus-
tering algorithms (K-Means, GA, and hybridized GA) performances helped us to provide
an answer to our second research question, which is intimately related to the project’s
optimization. In the case of our dataset, we concluded that the combination of LDA with
the K-Means algorithm from the Scikit-learn library [35] or the hybridized GA describes
the best performance results among all the algorithms used.

Finally, the combination of both topic modeling and clustering techniques helped us
to dissect the high volume of data in a detailed description of the sentiment and emotion
information associated with each topic. The obtained results indicated that some specific
topics related to time policies, food delivery, and issues related to logging or validation of
the account described a high volume of users’ negative tweets. This worrying outcome
suggests that some users may have lost their loyalty towards Uber’s services which could
result in the use of Uber’s competence to satisfy their needs. Moreover, this analysis
helped us to explore in detail the impact of the emotions combined with the sentiment
description for each of the different topics. One of the main obtained results from this
analysis indicated that the anticipation emotion transmitted in the context of transport and
food delivery services could be highly related to tweets that contain a negative expression.

This work has presented a methodology for analyzing customer service interactions
that can be used to understand the user satisfaction with this service and the main areas
that concern users. Expert domain knowledge is required to provide a significant name
to every detected topic. When analyzing a continuous message stream, other techniques,
such as incremental LDA [45], should be used so.

Our future work focuses on a more detailed analysis of the user’s opinions by inves-
tigating two main branches. Firstly, a geographical analysis of the dataset can provide
detailed information on the different topics and opinions of each city or country the trans-
port service operates. We believe that this detailed analysis could help brands to establish
higher quality marketing approaches since the user’s opinion towards the company will
differ depending on the region analyzed. Finally, as it can be seen, this work has only been
restricted to the Uber brand domain. However, the possibility of exploring other transport
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services from the sector (e.g., Cabify in the Spanish-speaking countries, Lyft) is a wide area
of investigation which will help companies to analyze more deeply the global transport
and customer service market.
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