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A DISTRIBUTED PLATFORM FOR
SYMBOLIC-CONNECTIONIST
INTEROPERATION

José C. Gonzdlez
Juan R. Velasco
Carlos A. Iglesias*

Urmiversided Polifdendcs de Madrd
* Universidad de Valladolid
SPAIN

1 INTRODUCTION

Symbolic and connectionist approaches are obviouwsly complementary for problem
solving, leading to a growing interest in hybaid systems: those invalving the oo-
operation of both approaches in a single integeated system. Howewver, some seneral
problems may be observed in current literature on the subject. These problems,
usual in new research arenas, may render the achievement of advances in the field

difficult:

w  First, most of the research effort until now has addressed specific applications,
generating apecific hybrid solutboms. Such results rarely evolve voward general

maodels of hybridization.

= Second, applications are usually developed in & purely ad Aoc manner. Port-
ability, re-usability, scalability and, finally, applicability to real world problems
are seriously hampered.

® In this situation, comparing the plausibility, generality and performance of
different approaches, maodels or implementations (in general, any kind of ex-
perimental research) becomes an impossible task,

‘The underlying cause behind this is the lack of theories (conceptual models of refer-
ence], methodologies and tools for research and development purposes. Fortunately,
some recent works represent considerable contributions in these areas (e.g., Medsker
18895 or, in this volume, chapters 2, 3, and 5).

175
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176 CHarTER 10

To address these aforementioned problems, a framework devised for the interoper-
ation of heterogeneous systems is proposed as a well-syited approach. The main
characteristics of this approach are identified in section 2. These objectives have
nurtured the design of a platform (section 3) and the adaptation of & methodo-
logy (scction 4} for the development of heterogenenus systems in general, and of
symbolic-connectionist hybrids in particular. Some examples are then explored
(section 5) and the current research conducted arcund the platform is overviewed
{section 6). A brief summary concludes this chapter.

2 A SOFTWARE INTEROPERATION
APPROACH

Symbolic connectionist hybridization represents only one particular case of hetero-
geneons systems interoperation. A framework suitable for developing the hybrid
systemns under investigation should at least feature the following eapabilities:

s Modularity: Hybeld syatemes /models should be developid from bagie bailding
blecks comprising symbalic, connectionist or fusion modules [those involving
the tight eoupling of both paradigms), as well as other hardwaresoftware sys-
temna (e.g.. date acquisition systems, statistical modules, mechanical actustors,
ale)

] Eumpﬁulntiun; T e DOrnpEanenta shouald be Enm.pmu]al.ul m oeder to offer
honogeneous interfaces.

s Cooperation: Mechanisana suitable for intelligent cooperation should be sup-
ported to allow complex interactions among the components of the framework.

a  Distribution: Componeats should be capable of working in distant environ-
myents. This requirement can be due to external constraints (such as the exe-
cution of individual components in specializaed ]lﬂh’]im.t:,l':dlwhl‘e platforms),
or to the very nature of the problem.

®  Fase of uge: Any solution to the problem of saltware interoperation involves
some cost, imposing discipline on researchers/developers to foroe the use of
languages, software development methodologies, or tonls, However, the over-
lesaad tenposed on researchers to imegrate particular pre-existing components in
this framework and to organize the interaction of these compenents should be
reduced o a minimum, In any case, such overload should be fully justified in
terms of the inherent benefits of this approach.
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A Distributed Platform for S.C1L 177

s Openness: Facilities have to be foreseen for the interoperation of these com-
ponents with other distributed frameworks currently under development by

companies and research institutions,

These considerations lead the authors to propose a multiagent arclitecture as the

most adequate technology for bullding & common platform for the MIX project

(MIX: Moduler Integration of Connectionmist and Symbolic Processing in Knowledge-
Based Systems, European Information Technology Programme, project ESPRIT-

9119). An overview of the project objectives and methodology can be found in

(Hilario et al. 1994}, and & complete description of the MIX platform in {Gonzdlez

et al. 1995),

Multiagent architectures belong to the broader field of Distributed Artificial Intel-
ligence. To summarize, we call agents autonomous entities capable of carrying out
specific tasks by themselves or through cooperation with other agents. Multiagent
systemns offer a decentralized model of control, use the mechanisms of messapge-
passing for communication purposes, and are usually implemented from an object-
oriented perspective,

3 THE MIX PLATFORM

3.1 Architecture

The MIX architecture consgists of two basic entities: the agents and the network
theough which they interact. The basic functionalitiea and interfaces of the net-
work constitute the network model. Although different agent. models can be integ-
rated, one has been adopted as standard for the current implementation. Moreowver,
somme features are introduced that make this platform especially suitable for sym-
bolic, connectionist hybridization. The starting point for the implementation of the
platform has been the formal agent model proposed and implemented by Domingues
{1992).

From an external perspective, an agent is structured as a set of elaments:
m  Services: functionality offered to other agents,

8 Goals: self-imposed tasks (functions that an agent carries out in self-interest,
not to mest & demand from another agent),
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178 CHAPTER 10

= Resources: information on external resources (services, libraries, ontalogies,
groups, ete.)

= [nternal objects: data structures shared by all the processes that are launched
by the agent to carry out service requests or to achieve goals.

8 Control: specification of how service requests are handled by the agent,

At the petwoek lovel, a vellow-page service ls offesed by a specialized agent, the
Yeilow._Pages (YT) agent. At birch, agents register with a particular YP agent,
giving their net address, and information on the services they offer and the services
they might need. Agents can alse subscribe to “groups.” Groups refer to dynamic
sots of agents, and can be used a8 aliases in service petitions, Thus. these petitions
can be addressed (o an individeal agent, to the agents subseribed to a group, or to
all the agents offering the service. The YP agent responds to a registration request
providing all the information that an agent needs to know (e.g., the addresses of the
agents offering services that it will request). Such information k= updated continually

by the YP agent.

A YP agent acts as a soct of actbve repository, not a8 a router. It registers and
diffuges information regarding the structure of & set of agents who cooperate in a
particular application. Therefore. different YF agents can be simultaneously act-
ive, even in the same machine (provided they use distinct ports for cormmunicatbon).
By using the information received from the YP agent, the remaining “application™
agents can establish direct communication links, thus making the risk of network
collapse {due to saturation of the communication channes in the Y agent) negli-
gihle.

Several communication primitives are implemented, including different synchroniz-
ation mechanlsms (synchronous, asynchronous and deferred communications) and
higher bevel protocols, as Contract Net (Smith 19807).

The relationship between the MIX architecture and other models designed for agent
interoperation is explored in depth in (Gonzdler ot al. 1995), in particular with
AQP: Agent Oriented Programming (Shoham 1983), and with the work around
KQML: Knowledge Query and Manipulation Language (Finin and Friteson 1994).
Om the other hand, the MIX retwork model is related to those of EMDA: Enterprise
Modaling and Management Architecture (Sycara and Roboam 1992, and the "3
Reference Architecture {Genesereth and Ketchpel 1994).
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A Distribuied Platform for 5.C.1 174

3.2 The Knowledge Level

(ne impartant problem regarding the exchange of messages in a set of agents Is
how to facilitate the mutual understanding of the content of these messages. The
adopted solution permits the inclusion of & parameter in message headers expressing
the language wsed to codify its content. Moreover, the content can male reference
tor comoepts in an ontology shared by the sender and the recipient agents alike. The
current implementation inclodes tools for the automatic translation of messages
written in a reduced version of CHRL (Common Knowledge Representation Lan-
guage) both to and from C++ code. CHKRL was designed by the MLT consortium
(project ESPRIT-2154) as an interchange language for symbolic machine learning
algorithims (Causse ot al, 1993),

On the ather hand, it is always possible to compose the content of messages in a
free formas. But, in this case, sender and recipient need to agree proviously on the
structure of the body of the messages that they interchange.

3.3 Agents Specification: MIX-ADL

With the MIX project in mind, & specialized language {Agent Description Language,
MIX-ADL) has been designed to simplily l.l.l.n’.‘s]':n‘ti.fll:.'l.li.u::-n of the agents cooperating
in solving a problem in a hybrid framework.

A MIN-ADL file consists, briefly, of two sections:

= A preamble containing headers, needed predominantly 1o specify the locations
where relevant. resouress can be found:

~ Net address of the machine where the ¥F agent for all the agents in the
file will be found.
— Default language that will be used to codify messages sent by all the agents
included in the fike,
— Defaiilt ontologies for concepts o the applieation domain.
— C++ source or object libraries useéd for low-level service implementation.
8 The body of the MIX-ADL specification deseribes the structure of a set of

agents, Agent classes and instances can be declared, leading lo a hierarchical
organization with inheritance of structure, in the style of the object-oriented

paradigm.
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BYSTEM AGENTE
ADL HERLRCHY

AGENT MODEL

Figura 1 The MIX platforen.,

3.4 The MIX ToolBox

Finally, some tools have been implemented to translate the MIX-ADL description
files to standard C++ programs and for subsequently compiling them. A scheme
af the platform is shown in figure L 1t is made up of four elements:

CHAPTER 10

ADL translator: this translates the MIX-ADL description of a particular set
of agents into a set of Independent executable programa (one program per
agent). These agents can cooperate in the same application, possibly together
with other agents compiled in the same or other machines in a discributed and
heterogenecus environment. In this task, the translator uses the following three

eomplementary Sources.
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u  MIX G librasies: these offer the basic low-level functonality of the platform,
incloding all the typical mechanisms of nultiagent libraries as well as general
purpase objects and functions.

8 CKRL toolbax: this serves for translating CKRL descriptions to C++ classes
and nhjﬂ.'t:: and C++ ulljﬂ:l..l ta CKRL r[l‘srﬁpﬁmm.

n  Standard ADL agent definitions and CKRL ontologies

Users of the platform have to write the ADL specification of their applications and,
eventually, a library containing some objects and functions that implement services,
goals, ete. The result obtaimed from the platform using these elements i3 & set of
executable programs: the agents.

3.5 Types of Coupling

Une of the most appealing features of the MIX architerture from the point of view
of symbolic-connectionist integration is the possibility of dealing with two levels of
integration. By default, our agents are loosely coupled. It means that inter-agent
commeicition 2 carried out via message passing. Howewer, & more tght coupling
mechanism is often needed {mainly for the sake of efficiency]. This happens when
there B a continuous Aow of interaction among agents. Such is the case of the
SETHECD system (Gaoller 1984; Suttner and Freel 1990).

SETHEQ s a theorem prover that uses a neural module to guide the search for a
solution across the problem space search tree, When the prover arrives at a situation
where several paths could be tried, the aeusal modobe siuggests the most promising
branch to follow.

The MIX-ADL language permits the specification of a group of agents that will be
troatad as a strongly coupled society. Only part of the soevices offered by the soriety
as a whole are exported (and thus made visible from the outside). The remaining
internal services am offered only to the agents in the society, The petition of these
internal services is executed by the platform as a function call instepd of using
message passing.  However, the specific method uead for serviee handling is kept
hidden from the user.

Copyrighted Material



182 CHAPTER 10

4 A METHODOLOGY FOR MULTI-AGENT
HYBRID SYSTEMS DEVELOPMENT

As stabed in section 1, lack of methodology i= a serious drawback in current, hy-
brid systems development. In the MIX peaject. the CommonKADS methodology
(Breuker and Van de Velde 1994; Wielinga et al. 1992) (another product of an
European project, ESPRIT-528) has been adopted and adapted to specific neods
in the field of hybrid systems.

CommonKADS is a model-based approach to the development of knowledge-hased
svatemns. In this approach, knowledge sequisivion is no longer viewed as the simple
transfer of knowledge {rom a human expert to & computer system, but rather as
a modeling process. The result of this process ks a set of complementary models:
Drganization, Thsk, Agent, Communication, Expertise and Design models. The
Expertise model plays a pivetal role in the methodology. It represents the problam
solving knowledge used by an agent to perform a task.

(bwicusly, CommonK ADS was not originally conceived as a conceptual framework
for the development of distributed systems. This is the reason behind the prob-
lems found in adopting the methedology for hybrid systems development. The
main drambacks detected concern Agent and Communication models. Firsily, Com-
monkKADS takes into consideration only two kinds of agents: knowledge-based sys-
temns and users. But the most difficult problems arise in relation to the Comunu-
nleation model: (1) It only considess hibmun—cmputer interaction. (2) It does not
deal with multi-partner transactions in a natural way. {3) It does not permit a
flexcible and dynamic assignment of tasks to agents. These are the most importast
aspecta of the origing! methodobopy for which modifications hawve been required. A
fully developed example of application of this methedobogy o the analysis, design
and implementation of a hybrid fuzzy-connectionist system can be found in (Iglesing
et al. 1996},

5 EXAMPLES

5.1 A Connectionist Agent

In this section, one of the many possible ways of encapsulating & neural net in a
MIX agent is shown. This agent is not proposed as & general model, but as an
Mustrative example. A neural net can be viewed as a reactive agent offering a set
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186 CHAPTER 10

&  Fuzzy sets are extracted inductively from the past experience by neural nets and
by fuzzy clustering algorithms, both methods being integrated in an intelligent
stand-alone hybrid model.

&  The complete problem space is partitioned into a set of reghons, each one with
its own associated fuzzy knowledge base. The identification of regions is car-
ried out by neural nets (Kohonen's sell-organizing maps) and fuzzy clustering
algorithms

®  Fuzzy rules are acquired inductively (in each region of the problem space) by
neural nets and by fuzzy techniques, integrated in an intelligent stand-alone
hybrid model.

8 In a future version, fuzey sets will be tuned (refined) oo line, for & continuous
adaptation to the real processes umder modeling.

An micligend stand-alone model 13 a compound of an agent menager and & set of
learning agents which are jolned to form a public group. The manager selects the
beat acquired knowledge base. It can also decide the different regions in which the
learning agents should work, Depending on the results obtained by the different
learning agents, the monager can learn which agents work betwer under certain
circumstances, Thus, the manager performs meta-processing. The fuzmy-neural
cooperative model consists of three instances of this basic intelligent stand-alone
model, and a protocol is defined for rommunication betwesn the managers of the
different parameters to be optimized. The main difference with the simple stand-
alome model is that first one selecls a eertain learning agent for working in one
rogion, but the global knowledge base is built from different learning agonts. These
learning agents can be pure symbolic, purz neural or hybrid (fusion) agents. Each
:rq'mn can he uptimi.m'] h}' differant IEE:I'H‘. SlE,

6 CURRENT WORK

Release 1.2 of the MIX platform is already available via anonymous fip from
ftp: / ffep.gsi.dit.upm.es,/pub/min/. This platform is currently being used by the MIX
eonsortium to test different hybrd models for three different applications. The first
one is the optimization of a motor/gear-bex eombination for a turbo-charged en-
gine. The secand one consists of the control of a roll-mill in a steel making company
(Pican et al. 1906). The last application pertaing to the medical domain: & monit-
oring system for an intensive care unit.
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In adedition to this, the platform is being used in three other areas: communication
network management (Chancer ot al. 1996), distributed control of fossil-Gred power
plants [Velasco et al. 1996) and natural language processing.

Further improvements are being included or considered for inchiston in future re-
leases of the platlorm:

s A KQML-compatible set of performatives could be offered. KQAIL (Finin et al.
1994) iz both a language and a protocol designed for interchanging knowledge.
It has been developed as part of the ARPA Knowledge Sharing Effort. A
KOQML API would be used in order to allow the interoperation of MIX and
KQMIL agents.

8 A knowledge agent i being implemented with the CLIPS rule-hased shell (Giar-
ratann and Riley 1993) capable of interpreting knowledge-oriented performat-
v,

® A gubset of the KIF [Knowledge Interchange Format) language (Geneserath
ot al. 1992}, also developed in the framework of the Knowledge Sharing Effort,
is being considered for inclusion as another native language of the platform,

®  Reparding the network model, a federation architecture for YP agents is heing
designed. The reason for this improvement is Lo assure system functioning in
case of failure of the {only) YP agent responsible for a particular application.
In such a situation, alternate YP agents would take charge of managing the
appleation agents affected by the problems.

From the point of view of hybridization, the main issues to be addressed in the near

future are:

& The development of a sufficicntly large and versatile set of agenis apt for
symbolic—connectlontst integration.

m  The design of & set of kybrid models capable of representing a significant pro-
partion of the work carried out in this Beld and suitable for tackling challenging
classes of problems.

= The rigorous evaluation of hybrid models in eomparizgon to pure symbaolic and
connectionist approaches.

The approach presested here should assist in making the relative benefits and
strengths of these models evident, thus guiding future rezearch in this field,
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T SUMMARY

A Distributed Artificial [ntelligence approach s proposed as a convenient way for
designing an open platform for the integration of connectionist and symbolic sys.
temng. I this chapter, our particelar perspective on the problems faced in the feld of
connectionist-symbaolic hybridization s introduced, Also a multiagent architecture
is put forward as a convenient way of addressing these problems and, filbowring on,
the software platform developed for the MIX ESPRIT project is presented. Then,
an enhanced version of CommonKADS is proposed as o useful methodology for
butlding hybrid systems.

To conclude: comprehensive methedologies and effective tools have an important
role to play in the challenges faced by the field of hybrid systems. This work
represents an attempt in this direction. offering a solid basis for further research.
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APPENDIX
ADL DESCRIPTION OF A SIMPLE HYBRID

#DOMAIR "ijcai-exampla™

#YP_SERVER “vop://madraze . gai.dit.ape.es 8050
BCOMA_LARGUAGE clerl

FONTOLOOY “sxample.ckrl®

CLASE Heursl Class =» Bamic Clams

RESOMCES
AE]_LIBRARIES: “neural_agent.C"
BREQ_ONTOLDGIES: “neural.ckrl, lesasning.cksl®
REQ_SERVICES:  giwe_history
SUBSCRINE _TO: Learning_Group

INTERNAL .DEJECTS
a_net, 1_aet -5 meural::seurel-nat

param =¥ Seural: : learning-PaTIBATATE

aTTeT -¥ learming:-errer-estinate
GOALI

learn: CONCURRENT Learning Function
SERVICES

activate: detivation_ Fencizem
REQ_MES_STROCT learning::ispuz-dats
ARS HES STRIFCT learnisg::outpot-dats
COST Errer_Estimation Fonctica
HEG _ME5S _STRUCT Learsing;:bkoput-dats
AN3_MES_STRUCT Llearning::srror-satis

END Maural Claes

AJERT TF_Age=t -» YP_Class
EMD ¥P_dgent

AGERT Imterfacs =» Bamiz_Clams
RESOORCES
REQ_LEHRARIES : “inter_fumer.C®
REQ_SERNICES: star: contrel;
Finiak_lia_srdsr
COALS
interface: CONCORRENT Intar Functisa

EuD Intwrfacs
AGENT Selecter -2 Basiz Claas

RESOURCES
LEN_LIBRIAIES: “palec_fumct.C”
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REQ_SERVICES:
Eive_sample;
activats
CONTRACT _POLICY Eval Funetlas
REG_H3G_STAUCT sxasple::Coat
SERVICES
stars _control: CONCURRENT Start Funcsles
EKD Selsstar

AGENT Collector -» Basic Class

RESOUACES

RED_LIBRARIES: "collec_funst (™
INTERMAL _OBJECTS

histery - Hisvory
GORLE

get_dava: CONCORAENT Get_Dats Function
SERVICES

plve_sawple: Give_Sasple_Funetiss
ANS_MSG_STRUCT exaaple::Vectar
glve_history: Give Histery Fumction
REQ_MSC_STRUCT sxesple::Depth
ANS_MEG_STRUCT ezanple::Vecter
Eil Collector

T )
' Learning Agents

S B R SSRGS SRS

AGENT Meuzal =» Neural Class
FMD Nearal

AJENT CdE -» Basic_Class
RESJURCES
REQ_LIBRAATES: “symbolic_agent.C
REQ SERVICES: give histery
REQ_OMTOLOGIES: “edE.ckrl”."learning.shrl®
SUBSCRIBE_TD: Laarsing Sroup
INTERNAL _GBJECTS
& tres, 1_tess =» gdb decisism-tres
param = cdb!:learzing-pareasters
#TTOT -* lsarning:error-ssiim
GoaLs
learn: CONCURRENT C48_Function
SERVICES
activate: CONCURRENT [ecisie= Fuoction
REQ_HSG_STRUCT lsarming::ioput-data
ANS MG _STAUCT learsing: ouiput-data
C0AT CA5_casn_fametlom
REQ_H3E _STRUCT learsisg::lcout-data
ANS_MSG_STRUCT lsarming: iersor-estim
EAD C45
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