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781 quieres construir un barco, no empieces por buscar madera, cortar tablas o distribuir
el trabajo. Evoca primero en los hombres y mugeres el anhelo del mar libre y ancho.”

Antoine de Saint-Exupéry



Resumen

Esta memoria es el resultado de un proyecto cuyo objetivo ha sido realizar un anélisis de
la posible aplicacién de técnicas relativas al Process Mining para entornos Aml (Ambient

Intelligence).

Dicho analisis tiene la facultad de presentar de forma clara los resultados extraidos de
los procesos relativos a un caso de uso planteado, asi como de aplicar dichos resultados a
aplicaciones relativas a entornos Aml, como automatizacién de tareas o simulacién social

basada en agentes.

Para que dicho andlisis sea comprensible por el lector, se presentan detalladas explica-
ciones de los conceptos tratados y las técnicas empleadas. Ademads, se analizan exhausti-
vamente las dos herramientas software mas utilizadas en cuanto a mineria de procesos se
refiere, ProM y Disco, presentando ventajas e inconvenientes de cada una, asi como una

comparacién entre las dos.

Posteriormente se ha desarrollado una metodologia para el analisis de procesos con la
herramienta ProM, anteriormente mencionada, explicando cuidadosamente cada uno de los

pasos asi como los fundamentos de los algoritmos utilizados.

Por tdltimo, se han presentado las conclusiones extraidas del trabajo, asi como las posibles

lineas de continuacién del proyecto.

Palabras clave: Process Mining, Ambient Intelligence, SmartHome, ProM, Disco,

Heuristic Miner, Fuzzy Miner.
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CHAPTER 1. INTRODUCTION

1.1 Context

Ambient intelligence (AmI) [6] deals with a new world of ubiquitous computing devices,
where physical environments interact intelligently and unobtrusively with people. These
environments should be aware of people’s needs, customizing requirements and forecasting
behaviours. Aml environments can be diverse, such as homes, offices, meeting rooms,
schools, hospitals, control centers, vehicles, tourist attractions, stores, sports facilities, and
music devices. Artificial intelligence research aims to include more intelligence in Aml
environments, enabling better support for humans and access to the essential knowledge for
making better decisions when interacting with these environments. For this purpose, process
mining, applied not only to business processes but also to processes related with healthcare,
security, smart cities...etc, may be the base for developing this intelligence needed by Aml

environments.

Yet, there are researchers and tool vendors that assume logs to be complete and free of
noise, and although there are some tools providing case-hardened process discovery tech-
niques, many improvements are possible to construct more intuitive models that are able

to explain the most likely and common behaviour.

1.2 Final project goals

The main purpose of this final project is to demonstrate the viability of using the results of

process mining techniques for Ambient intelligence applications.

First we need to understand what process mining is, and which techniques does it
provide. Then, we need to analyse the available process mining software to choose the most

fit our needs. And we will also establish a general methodology for analysing processes.

Finally, we will mine a dataset extracted from a SmartHome in order to obtain helpful

results for Aml applications such task automation or based-agents social simulation.

1.3 Structure of this final project

In this section we will provide a brief overview of all the chapters of this final project. It

has been structured as follows:

Chapter 1 provides an introduction to the problem which will be approached in this
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project. It provides an overview of the benefits of applying process mining potential for

AmlI environments. Furthermore, a deeper description of the project is also given.

Chapter 2 contains an introduction to what process mining is, an explanation about
the main formats with which process mining tools work, and an overview of the existing

technologies which the development of the project will rely on.

Chapter 8 describes a general methodology implemented to mine processes using ProM,

and also exposes the fundamentals of the main algorithms ProM used to mine real logs.

Chapter / describes a selected use case, the architecture of the system, and the steps
followed to exploit the dataset extracted from the SmartHome. It also briefly describes
how can we apply the obtained results to Aml applications such as task automation and

agent-based social simulation.

Chapter 6 sums up the findings and conclusions found throughout the document and

gives a hint about future development to continue the work done for this final project.
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CHAPTER 2. ANALYSIS OF PROCESS MINING TOOLS

This chapter introduces what process mining is, providing a brief explanation about its
main features. Then, it also describes the most common data formats used for the process
mining techniques: MXML and XES, taking a picture of how are them structured. Finally,
it is given a detailed analysis between the most common both technologies for Process
Mining: ProM and Disco, explaining their main filters and plugins for cleaning and mining

event logs, extracting conclusions and comparing the weaknesses and strengths of each tool.

2.1 Process Mining

Process mining, as it is said on [2], is a relatively young research discipline that sits between
computational intelligence and data mining on the one hand, and process modelling and
analysis on the other hand. The idea of process mining is to discover, monitor and improve
real processes (i.e., not assumed processes) by extracting knowledge from event logs readily

available in today’s (information) systems.

The growth of a digital universe that is well-aligned with processes in organizations
makes it possible to record and analyse events. Events may range from the withdrawal of
cash from an ATM, a doctor adjusting an X-ray machine, a citizen applying for a driver
licence, the submission of a tax declaration, and the receipt of an e-ticket number by a trav-
eller. The challenge is to exploit event data meaningful, for example, to provide insights,
identify bottlenecks, anticipate problems, record policy violations, recommend countermea-

sures, and streamline processes. Process mining aims to do exactly that.

Starting point for process mining is an event log. All process mining techniques assume
that it is possible to sequentially record events such that each event refers to an activity and
is related to a particular case. Event logs may store additional information about events.
In fact, whenever possible, process mining techniques use extra information such as the
resource executing or initiating the activity, the timestamps of the event, or data elements

recorded with the event.

As shown in Figure 2.1, we can distinguish three types of process mining:

1. Discovery. This technique produces a model from an event log without using any a-

priori information. Process discovery is the most prominent process mining technique.

2. Conformance. It compares existing process model with an event log of the same
process. Conformance checking can be used to check if reality, as recorded in the log,

conforms to the model and vice versa.
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conformance checking, and (c) enhancement [1]

Positioning of the three main types of process mining:

(a) [::> discovery
event lo :( >
conformance
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Figure 2.2:

(a) discovery, (b)

= (mosel )

= (agnosis)

r::> new model

The three basic types of process mining explained in terms of input and

output: (a) discovery, (b) conformance checking, and (c) enhancement [2]

3. Enhancement. It extends an existing process model using information about the

actual process recorded in some event log.

On Figure 2.2 we can see the input and output for each different technique. Techniques

for discovery take an event log and produce a model.

The discovered model is typically

7



CHAPTER 2. ANALYSIS OF PROCESS MINING TOOLS

a process model (e.g., a Petri net, BPMN, EPC, or UML activity diagram), however, the
model may also describe other perspectives (e.g., a social network). Conformance checking
techniques need an event log and a model as input. The output consists of diagnostic
information showing differences and commonalities between model and log. Techniques for
model enhancement (repair or extension) also need an event log and a model as input. The

output is an improved or extended model.

2.2 Process Mining formats: XES and MXML

MXML emerged in 2003 and was later adopted by the process mining tool ProM. Using
MXML, it is possible to store event logs using an XML-based syntax. MXML was the de
facto standard format for storing event logs and was used as the native input format for
ProM until XES (eXtensible Event Stream) [7] emerged as the new standard for storing

event logs.

2.2.1 Mining XML Format

Mining XML format (MXML) [8] is a generic XML-based format suitable for representing
and storing event log data. While focusing on the core information necessary to perform
process mining, the format reserves generic fields for extra information that is potentially
provided by a PAIS. There is a root node on each MXML document ( Work-flow Log) which
represents a log file. Source elements contained on a Workflow Log describe the system the
log has been imported from. A Work-flow Log can contain an arbitrary number of Processes
as child elements. Events occurred during the execution of a specific process are grouped in
the process element. The single executions of that process definition are represented by child
elements of type ProcessInstance. Thus, each process instance represents one specific case in
the system. Finally, process instances each group an arbitrary number of AuditTrailEntry
child nodes, each describing one specific event in the log. The WorkflowModelElement
describes the process definition element to which the event refers, e.g. the name of the task
that was executed. The second mandatory element is the FventType, describing the nature
of the event, e.g. whether a task was scheduled, completed, etc. Two further child elements
of an audit trail entry are optional, namely the Timestamp and the Originator. Timestamp
holds the exact date and time of when the event has occurred, while the originator identifies

the resource, e.g. person, which has triggered the event in the system.

8



2.3. PROCESS MINING TOOLS: PROM

2.2.2 XES Format

XES [7] is an XML-based standard for event logs. Its purpose is to provide a generally-
acknowledged format for the interchange of event log data between tools and application
domains. Its primary purpose is for process mining, i.e. the analysis of operational processes
based on their event logs. However, XES has been designed to also be suitable for general
data mining, text mining, and statistical analysis. The basic hierarchy of an XES document
follows the universal structure of event log information. On the top level there is one log
object, which contains all event information that is related to one specific process. A log
contains an arbitrary number (it may be empty) of trace objects. Each trace describes the
execution of one specific instance, or case, of the logged process. Every trace contains an
arbitrary number (it may be empty) of event objects. Events represent atomic granules of
activity that have been observed during the execution of a process. As such, an event has
no duration. All information in an event log is stored in attributes. Attributes describe
their parent element (log, trace, etc.). The XES standard requires for each attribute key
it must contain no line feeds, no carriage returns and no tabs, as well as the key of each
attribute must be unique within their enclosing container. Attributes can contain six types

of elements: String, Date, Int, Float, Boolean, ID, List or Container.

2.3 Process Mining Tools: ProM

The first process mining tool we are going to talk about is ProM [9]. It is an open-source and
extensible framework based on a plugin philosophy, to promote in this way the contribution
of researchers and developers. This software is based on Java and it allows us to have a
quick and intuitive view of the results of processing an event log file. In ProM we can find
two main phases detailed next: pre-processing phase, where we will clean the event log by
configuring the filters to obtain an event log only with the information that we need, and
processing phase, where we will apply process mining techniques in order to mine the event

log.

2.3.1 Pre-processing. Clear scenery, easy discover

As we just introduce, to avoid as much noise as we can, we will clean the log using the
filtering plugins that ProM offers. In our case, we will apply a simple heuristic filter which
provides to us the possibility of selecting the different classes we would like to filter by in

three steps:
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1. By life cycle transition of event: we can filter just the start events, only the end events

or no filter (both of them will be shown).

2. By event on each life cycle transition selected: we can choose which started and/or end
events do we want to keep. To select that we must indicate a percentage threshold, so
the events with a frequency higher than it are retained. It means that if there is an
event which has been repeated the 80% of the time and our threshold is set up at 70%,
it will be the one selected, because over 70% of the traces start (or end, depending on

the filter we are) with that event.

3. By event: we can also set a threshold to select the events we want to conserve de-

pending on their frequency.

After that, we will be able to navigate through the log inspector screens that will display
different information for helping us to understand the processes behind the event logs we

passed as parameters.

As Figure 2.3 shows, we can know the number of completed cases as well as the number
or type of the events. We can also select a specific instance to discover better all the steps it
takes (Figure 2.4). Also, we can see a complete and detailed summary about all the events

we are processing (Figure 2.5).

L2 ProM UiTopia - x

repairExample.mxml (filtered on simple heuristics) O >

Figure 2.3: PROM Dashboard

10



2.3. PROCESS MINING TOOLS: PROM
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Figure 2.4: PROM Inspector

L8 proM UiTopia - X

repairExample.mxml (filtered on simple heuristics)

2 Log Summary

Dashhoard

Q Log Summary

Total number of process instances: 1000
Total number of events: 9132

Ispector

ﬂ MXML Legacy Classifier

Event classes defined by MXML Legacy Classifier
All events

Total number of classes: 9
Class Occurrences (absolute) Occurrences (relative)

Test Repair+complete 14.991%
Test Repair+start 14,991%
Inform User+complete 10,951%
Archive Repair+complete 10,051%
Register+complete 10,951%
Analyze Defect+complete 10,951%

10,951%

0O mm = 3 3 \ 7w ) B E e 09

Figure 2.5: PROM Summary

2.3.2 Processing. The ability to answer questions we are wondering

As we said in the process mining section, there are three kinds of plugins: those which are
based on data in the event log, which are called ”Discovery plugins”; those which check how
much the data in the event log matches the prescribed behaviour in the deployed models,

which are called ”Conformance plugins”; and those that need both a model and its logs to

11
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discover information that will enhance this model, ”FExtension plugins”.

So once the event log has been pre-processed, we can do discovery actions, as mining the
control flow perspective of process models, mining information regarding certain aspects of

cases, or even mining information related to the roles/employees in the event log.

For example, the Mine for a Petri Net using Alpha-algorithm plugin allows us to know
how are the cases actually being executed beholding the Petri net which results its output.
Its input should be the previously cleaned event log. In this way we can observe lineal
processes, loops, iterations or more which will help us to answer the question raised before
(see Figure 2.6). Note that depending on the plugin we use to mine that data the result
diagram can be diverse, or the analysis done more effective for real-life logs. For example, for
real logs (determined by noise and size), alpha-algorithm has not a good result. However,
ProM provides us several plugins to succeed with the maximum accuracy, like Heuristic

Miner or Fuzzy Miner, which we will see on detail on chapter 3.

3 = - - a o o
|_prons) T e ——

CImT———— O O ® @ e

Figure 2.6: PROM Petri Net

We can also find the most frequent paths there are in the process, the distribution of all
cases over the different paths through the process, or even we have the possibility of selecting
a subset of traces where particular paths were executed. To answer those questions ProM
offers the pattern abstractions visualization (Figure 2.7). That is a visualization option with
different customizable parameters we can adjust to look for patterns on the event log, like

the kind of pattern we want find, metrics, frequency...etc.

12
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repairExample.mxml (filtered on simple heuristics)

[ Pattern Abstractions Viewer (R. P. Jagadeesh ChandraJC' Bose) /00 i nin s b n s e s e s e

fed) Lo T Log

Pattern Alphabet Pattern Sequence Set Alphabet Count Instance Count (%) Consenedness Metric

Deselect All emon lecte Isua ecte Reset Table

Figure 2.7: PROM Pattern Abstracts

If we are wondering about more social or organizational aspects of the company like how
many people are involved in a specific case, or dependencies among people, who subcontracts
work to whom...etc, we have also plugins which extracts that information from the event
logs. They are called Social Network Miner plugins. More information about this plugin

can be found in [10]

2.4 Process Mining Tools: Disco

The other common process mining tool we can use is Disco [11]. It is a professional tool
provided by Fluxicon. Is not open-source, so if we want to enjoy of all its features we must
buy the licence. However, it provides also a free version that allows us to play with it so
we can discover whether it fits to our needs (always with an event log that does not exceed

a hundred traces).

2.4.1 Pre-processing. Clear scenery, easy discover

This tool admits CSV and XLS files to be loaded, so we can choose the format which we
want to save in our event logs. Once we open the file, we must prepare the logs to be
processed. Disco gives us the chance to specify the value and the format of each column, as
we can see on Figure 2.8. We can choose between some predefined roles: case ID, activity,

timestamp and resource, or even add those we want.

13
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- O ® = ... Disco

Ll © start Timestamp |® Complete Timestamp | Activity | # Resource |2 Role |

2011/02/16 15:23:00.000  Create Purchase Requisition Nico Ojenbeer Requester 4
20110217 09:40:00.000  Analyze Purchase Requisition Waris Freeman Requester Wanager .
2011/02/17 21:52:00.000  Amend Purchase Requisition Elvira Lores Requester

2011/02(16 17:24:00.000  2011/02/16 17:30:00.000  Analyze Purchase Requisition Heinz Gutschmidt Requester lanager

2011/02/18 17:36:00.000  2011/02/18 17:38:00.000  Create Request for Quotation Requester Manager  Francis Odell Requester Manager

2011/02/22 09:34:00.000 201110222 09:58:00.000  Analyze Request for Quotation Wagdalena Predutta Furchasing Agent

201102/22 10:50:00.000  2011/02/22 11:03:00.000  Amend Requestfor Quotation Requester Penn Osterwalder Requester Manager

2011/02/28 08:10:00.000 20110228 08:34:00.000  Analyze Request for Quotation Francois de Perrier Purchasing Agent

20110517 06:31:00.000  2011/05(17 07:08:00.000  Create Purchase Requisition Immanuel Karagianni  Requester

2011/05(17 09'58:00.000 20110517 10:06:00.000  Create Request for Quotation Requester Esmana Liubiata Requester

20110518 19:30:00.000  2011/0518 19:56:00.000  Analyze Request for Quotation Francois de Perrier Furchasing Agent

2011/05/18 23:46:00.000  2011/05/18 23:59:00.000  Send Request for Quotation to Supplier Magdalena Predutta Purchasing Agent

2011/05(10 03:44:00.000  2011/05(19 08:31:00.000  Create Quotation comparison Map Francois de Perrier Furchasing Agent

2011/05/19 15:38:00.000  2011/05/19 15:52:00.000  Analyze Quotation comparison Map Kim Passa Requester

2011/05(19 15:52:00.000  2011/05(19 15:52:00.000  Choose best option Anna Kaufmann Requester

2011/05/20 23:31:00.000  2011/05/2109:22:00.000  Setlle conditions with supplier Wagdalena Predutta Purchasing Agent

2011/05/21 18:48:00.000  2011/05/21 18:59:00.000  Create Purchase Order Francois de Perrier Purchasing Agent

20110522 11:33:00.000  2011/05/22 11:44:00.000  Confirm Purchase Order Esmeralda Clay Supplier

2011/05/23 05:32:00.000  2011/05/24 13:46:00.000  Deliver Goods Senvices Esmeralda Clay Supplier

20110524 20.59:00.000  2011/05/24 21:00:00.000  Release Purchase Order Kim Passa Requester

2011/05/26 07:41:00.000  2011/05/26 07:42:00.000  Approve Purchase Order for payment Karel de Groot Purchasing Agent

2011/05/28 01:11:00.000 20110528 01:11:00.000  Send invoice Kiu Kan Supplier

2011/05/28 15:28:00.000  2011/05/28 15:28:00.000  Authorize Suppliers Invoice payment Pedro Alvares Financial Manager

20110526 16:11:00.000 20110526 16:19:00.000  Payinvoice Karalda Nimwada Financial Manager

201107/231253:00.000  2011/07/23 13:31:00.000  Create Purchase Requisition Christian Francois Requester

201107/2317:51:00.000  2011/07/2317:58:00.000  Create Request for Quotation Requester Immanuel Karagianni  Requester

2011/08/0207:02:00.000  2011/08/02 07:24:00.000  Analyze Request for Quotation Karel de Groat Purchasing Agent

00 ono 01108102 NA-27-00 000 mend Renuest far Muntatinn Reauester Renuester lananar b

File encoding: | UTF-8 - Use quates @ Readyto start import start import

Figure 2.8: DISCO PreProcessing

We can also select which columns we want to be part of the processing, deleting those
that we consider not relevant. Note that there are obligatory roles we have to assign (like

case ID, activity or timestamp) before the processing.

2.4.2 Processing. The ability to answer questions we are wondering about

Once the logs are prepared, it is time to discover what is it telling us. We have three
different views through which we can get a lot of information about our processes: map

view, statistics view and cases view.

1. Map view. That is the default view we find after start the processing action (see
Figure 2.9). Here we can see a detailed map where each line width, number or colour is
thought so we can get a lot of information about the process flow, activity frequencies,
frequency of connections...etc. We can also adjust the level of detail through two
sliders which set the percentage of the frequency of the activities and paths we want

to see. So we can choose if we want to have a far view or a closer one.

This view provide us more tools to filter, search, or select the kind of frequency we
want to know, but maybe the most remarkable one is the animation tool, where we
can see the process on execution and get an idea also the time each activity is taking.
Disco is based on the Fuzzy Miner, that was the first mining algorithm to introduce
the map metaphor to process mining. Combining that algorithm with their own

knowledge and experience, they optimize the way they are showing this process map.

14



2.4. PROCESS MINING TOOLS: DISCO

- PurchasingExample e ‘ Map ‘ Statistics ~ Cases Q 9 dmarespm@m”_m Disco
Zoom: O 140% @ searcn ) Detail
E v
@® Actiiles  Paths
100% 0%
U7 R

N v

Show: | Absoluts fiequsncy %

12

9

6

3

Add secondary metrics

(9 Performance

Figure 2.9: DISCO Map view

2. Statistics view. This view shows (Figure 2.10) overview information about the
logs: number of events, number of cases, timestamp, mean case duration, median

case duration...etc, accompanied by graphics where we can see clearly how this info

is related with each other.

w - PurchasingExample G Map | Statistics | Cases Q [+ %u@wn - Disco
Satistics views Overview
Global statistics.
= /}i‘\vlly‘ > Events 100
Actiity classes
. Resource Active cases over time = 7
' Resource classes 4 Case variants
Activities 22
o Roe N Events per case
ther serute Case duraiion Wecian case curaton 118d
Case uilization
Mean case duration 23.7d
Mean activity duration
Mean watting time Start 21.01.2011 12:26:00
End 21.08.2011 00:42:00
Variants ()
GCase D | Events | variant | started Finished Duratian
338 s I 2 16.02.2011 14:31:00 28.0220110834:00 11 days, 18 hours [l
940 16 I— 3 17.05.2011 06:31:00 28.05.201116:19:00 11 days, 9 nours [
1417 s I 4 23.07.2011 12:53.00 08.08.201104:23:00 15 days, 15 hours [l
159 23 — 1 21012011 15:02.00 05.02.201114:23:00 14 days, 23 hours [
330 s I 5 15.02.2011 13:26:00 21.02.201107:59:00 5days, 18 hours i
158 17 [ 21.01.2011 122600 01.02.201121:59:00  11days, @ hours [
949 23 1 17.05.2011 22:11:00 21.08201100:43:00 95 days, 2 hours [N

Version 1.8.0

Figure 2.10: DISCO Statistics view

3. Cases view. Here we can have a look at the activities flow of each case (Figure 2.11).
Disco groups themes into variants with the cases with the same flow. We can see

specific information about each activity, as well as a graphic clarifying the results.
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We can discover, for instance, if it is frequent to finish the flow with a specific activity

and wonder why.

- - ErEEET— - PR ST 0o ™=™... Disco

Variants (8) Gases (2) - 949
@ Comrloto log > e |,
23 events
Everts 23
Wy Va2 N Start 17.05.2011 22:11:00
T case (14.20%)
Duration 95 days, 2 hours
iy Va3 N
1 osse (14:20%)
Active time. 254%
iy Varant 4 N
Wy Verants > Actvity Resource | Date | Time | Duration Role |
1 osse (1420%) 1| Greate Purchase Requisition Esmanaliubiata 17052011 2211:00  55mins Requester +
Variant & 2 | Analyze Purchase Requisiion Waris Freeman 18052011 151900  7mins Requester anager
Wy e > 3 | Create Requestfor Quotation Requester Manager Maris Freeman 18052011 153300 1min Requester lanager
4| Analyze Request for Quotation Francols de Perrier 05062011 025800  28mins Purchasing Agent
5 | Amend Request for Quotation Requester Tescalobes 05062011 0420:00 9mins Requester Manager
& | Analyze Requestfor Quotation Francols de Perrier 21062011 184200  18mins Purchasing Agent
7 | Amend Request for Quotation Requester Immanuel Karagianni 21062011 19:48:00 7 mins Requester Manager
6 | Analyze Requestfor Quotation Francols de Perrier  1807.2011 100500 18 mins Purchasing Agent
9 | SendRequestfor Quotation o Supplier Francols de Perrier  2007.2011 102500 26 mins Purchasing Agent
10| Greate Quotation comparisan Map Francols de Perrier  2007.2011 105400  1hour,34mins  Purchasing Agent
11| Analyze Quotation comparison Hap PennOsterwalder 20072011 1926:00  23mins Requester
12 | Ghoose best option Flodor Kowalski 20072011 19:49:00 0 millis Requester
13 | Setle conditions with supplier Francols de Perrier  2107.2011 0637:00  11hours,1min  Purchasing Agent
14 | Create Purchase Order MagdalenaPreduta  2207.2011  0237:00  7mins Purchasing Agent
15 | Confim Purchase Order KiuKan 03082011 1050:00  23mins Supplier
16 | Deliver Goods Senices Esmeralda Clay 11082011 1307.00  1day,16hours  Supplier
Release Purchase Order Nico Ojenbeer 13082011 133200 1min Request
= Aporove Purchaze Order for pavme 0520 200 1o Pucy

Figure 2.11: DISCO Cases view

Using Disco we can apply filters to discover, for instance, how many cases take longer
than a period so which are the slowest cases (applying for that a performance filter). For
that case, after applying the performance filter we can play with the map view again to see
which activity is the cause of that retard, the common known bottleneck. We can see an
example of that in Figure 2.12.

= e D 0 H
. E e BB | | s one 0 ® &,.. Disco
Zom QT T @ searcn ) Detail

Activities Paths.

S

Ht Frequency

) Performance
]

Show: | Mean duration %

327 hs 173d
245hrs 13d
163 s 864
82hre 43d

Add secondary metrics

Figure 2.12: DISCO Performance filter

We can even discover if there are some derivations from the original process and change

the operational system preventing the violation or providing targeted training.
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Last but not least, there’s also the option of knowing more about the organizational

flow (see Figure 2.13), so we can find inefficiencies on the organizational units.

Zoom: © 137%

& D i
‘ Map ‘ Statistics Cases O ° darespaco@gmil.com Dlsco

@ searcn. ) Detail

Activities Paths.

100%. 100%.

Mt Frequency

& Performance

Show: | Total duration %

42d 764

azd s07d

S05hrs 18d

252hrs 1694

— ||

® Add secondary metrics

Figure 2.13: DISCO Organizational flow

To summarize, using Disco tool we will be able to answer these three general questions:

e How does the process actually look like?
e Are there deviations from the prescribed process?

e Do we meet the performance targets?

2.5 Comparative between both technologies

After this general picture of these two tools, we will propose our conclusions, supporting us

on the table 2.1

As we have seen, variety of plugins are considerable higher on ProM. For example, for
the most common operation in process mining: process discovery, ProM gives us the chance
to apply different algorithms such as Heuristic, Alpha-miner, Fuzzy, and others which can

be find on [9], whilst Disco allows us only to use the Fuzzy Miner algorithm.

Although ProM can support much more operations and can be used with a variety of
mining algorithms, its weakest point is its interface. It is not intuitive at all, presents a

lot of inconsistencies and results cannot be observed with clarity. On this aspect, Disco is

17
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Features ProM(v 6.5.1) Disco(v 1.9.0)
Import Type MXML, XES CSV, XLS, MXML, XES and FXL
Import Log unlimited up to 5 million events
License Open Source Evaluation / commercial
Output model notation BPMN, WF, Petri nets, EPCs, transition systems, heuristics Fuzzy model
Supported Standalone desktop version Standalone desktop version
Filtering data Yes Yes
Process discovery Yes Yes
Conformance checking Yes No
Social network mining Yes No
Decision rule mining Yes No
Process visualization Yes Yes
Performance reporting Yes Yes
Discriminative rule mining Yes No
Trace clustering Yes No
Delta analysis Yes Yes

Table 2.1: Comparison between ProM and Disco [5].

much more suitable due to its simplicity to use and fast processing of event logs, presenting

results in a very friendly interface.

Something to note is that both tools can be used together while making the process
discovery, bottleneck analysis and later can be exported in XES format into ProM for

further analysis.

Finally, for this project we have chosen ProM tool for two reasons: the huge number
of plugins which we can mine with the event log joined to the limitation on the number of

events that free version of Disco has.
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CHAPTER 3

Methodology and Algorithms for Process
Mining
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This chapter describes how to follow a methodology in order to apply process mining

techniques to an event log with ProM. Step by step, it explains the main points and the best

plugins we can use. The chapter also does an analysis of the two main mining algorithms

for real logs: Heuristics and Fuzzy, exposing its fundamentals and its parameters.

3.1 Methodology for doing a Process Mining analysis

Once we have understood what process mining is and how are the main Process Mining

tools working, we will proceed to explain how can we apply this technology to analyse a

particular dataset. Based on [12]], we can define some steps to accomplish a good process

mining analysis.

20

. Previous work. The first step is preparing the field. To do this, it is needed to

pick the process we want to analyse and define the questions we want to answer: do
we want to discover the process? Do we want to obtain some metrics like the most
frequent paths or if there is any loop in the process? Those questions should be clearly

established, because it will determine the tools and algorithms we will apply.

. Extracting and preprocessing the data. The data extracted from the recording

systems could be in a different format from the one we need. So we need to convert
them into MXML [8]. The correct format we should get at the end consists of three
required rows: case unique identifier, activity name and time stamp. We can add then
more rows in order to provide more useful information, but at least those 3 columns

must be defined.

. Create the Event Log MXML input file. It is not a hard task to find tools which

allows us to convert a file from a CSV to MXML (or even source formats like Microsoft
Access Database Tables). XESame, Disco, ProM import are some applications we
can use to do this conversion. As we saw in the analysis of Disco and ProM made in
chapter 2, they permit a high customization of the event logs, to define the format of

each row, or even the XES label we want to assign to each row.

After doing it, our file should have a clear structure based on labels which will define
each trace, each event within a trace, its duration...etc. It only remains to import it

in ProM and to start to play.

. Inspect the Event Log. Just we import the event log, we can see some useful

general information about the process. On the screen that is depicted on Figure 3.1
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and Figure 3.2 we can discover the number of cases, the number of events, the number
of different events, the average number of events per case and its distribution...etc.

You may even see the events in its specific case and its timestamp.

Processes

Originators

Figure 3.1: Main Log inspection screen in ProM

Class Occurrences (absclute) Occurrences (relative)
Hall-Bathroom door 193 22,653%
ToiletFlush 121 14,202%
Hall-Toilet door 97 11,385%
Fridge 87 10.211%
Hall-Bedroom door 61 7.16%
Plates cupboard 58 6,808%
Groceries Cupboard 50 5,869%
Frontdoor 45 5282%
Cups cupboard 33 3,.873%
Freezer 22 3,756%
Pans Cupboard 28 3,286%
Microwave 23 27%
Dishwasher 14 1.643%
Washingmachine 10 1,174%

Figure 3.2: Main Log inspection screen in ProM

Also in the inspection log we can use more tools available which will provide different
points of view of the log. So, we can visualize an inductive mine which show us an
interactive mined Petri Net; we can discover and define pattern abstractions in order
to simplify the model avoiding spaghetti-like processes; or even we can see an X-dotted
chart to discover in a view which events are taking place in each hour, weekday or

month.

Definitely, that first inspection can provide us a huge amount of information about

the Event Log which allows us to understand better the mining process we will do in
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the next step.

5. Mine a Process Model. The most useful plugins in ProM to mine the control-flow

perspective of a process models are the Heuristic Miner and the Fuzzy Miner. Those
algorithms will be explained on the next section, in order to understand the different

capabilities they provide.

To use Heuristic Miner plugin (more detailed on the next Sect. 3.2), helpful when
we have real-life data with not too many events, or when we need a Petri net model
for further analysis in ProM, it is required to set some thresholds which will help to

optimize the fitness value:

e Dependency: activities with a higher dependency value than this can be accepted.

o Relative-to-best: those activities which can be accepted, and in which the differ-
ence between its dependency and the highest dependency does not exceed the

value of this threshold, are accepted.

Figure 3.3 shows partially the output of the Heuristic Miner plugin, where we can
found boxes that represent each activity in the process. All boxes contain a number
which means the relative frequency of the task, whilst each path between boxes has
associated another number representing the dependency between tasks, that is, how
possible is to arrive to one activity from another. This plugin can also change the
thick of the paths and boxes depending on how strong is the dependency between
them. As we can see in the image, fitness value is indicated on the bottom. A notable
weakness of this plugin is the fact that to change the thresholds the plugin must be
executed again.

Mined Models CEOID O 6 0 > W

PIP

Register o | Analyze Defect
complete start
1000 1000

)E

Figure 3.3: Heuristic Miner plugin output
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The Fuzzy Model, useful to work with complex and unstructured log data, or when
we want to simplify the model in an interactive manner, can be partially found in
Figure 3.4. It uses significance/correlation metrics to interactively simplify the process
model at desired level of abstraction. Compared to the Heuristic miner it can also
leave out less important activities if you have hundreds of them. Furthermore, it

provides the chance of adjusting the parameters in real time.

Fuzzy Model OW@D®e e

Figure 3.4: Fuzzy Miner plugin output

6. Animate the Process Model. To get a major clarity in the visualization of the
process, ProM also provides an interactive tool to see in real time how the activities
are being executed. To use that plugin, we need first to apply the plugin Select Best
Fuzzy Instance to the output of the Fuzzy Miner plugin applied before. Then, we will
use the generated file to apply the Animate Fvent Log in Fuzzy Instance plugin.

3.2 Algorithms

On this section we will present the most common algorithms used to mine process models:
Heuristic Miner and Fuzzy Miner. Thus, we will expose its fundamentals, when is better to
use one or another, and we will also explain the parameters which determine their fitness

with the original log as well as their reliability.

3.2.1 Heuristic Miner

As we said before, Heuristic Miner plugin mines the control-flow perspective of a process

model. To do so, it only considers the order of the events within a case. In other words,
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the order of events among cases is not important.

To understand how Heuristic Miner is working, let’s consider, following the notation
on [3], T as a set of activities, k as an event trace, and W as an event log. So W could be,
for instance, a multiset W = [ABCD, ABCD, ACBD, ACBD, AED]. We will also define the

following notations:

e A >w B means that A appears always followed by B.

e A —w B means that A appears always followed by B, but B never appears followed
by A, so the relation is direct. For instance, A —w B would be correct, whilst B —w

C would be incorrect, because B >w C and C >w B.

e B ||w C suggest a potential parallelism between activities B and C, as we can note
in W log.

e A #w B gives pairs of transitions that never follow each other directly, so there is

no direct dependency relations and parallelism is unlikely.

Dependency between activities can be defined as the relation between two activities in
which one of them uses to follow the other one. It is a key factor due to find a process

model the log should be analysed for causal dependencies.

It should be noticed that the formal approach presupposes perfect information: a com-
plete log without noise. However, real logs do not usually present those features. That
is why formal approaches (algorithms like a-algorithm uses this approach) are not good
enough for real logs. For example, in a log with a huge number of events, if a relation
A —w B holds between two activities, just one B >w A relation based on an incorrect

registration will prevent a correct conclusion.

It is for that reason why heuristic miner considers the frequency of the relations, pro-

viding a much better analysis of huge and noise logs (how should be real logs).
Thus, Heuristic Miner algorithm can be explained in three steps [3]:
Step 1: mining of the dependency graph

The starting point of the Heuristics Miner is the construction of a so called dependency
graph. A frequency based metric is used to indicate how certain we are that there is truly
a dependency relation between two events A and B (notation A =w B). The calculated
=w values between the events of an event log are used in a heuristic search for the correct

dependency relations.
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Let’s see how is =w defined. Being |a >w b| the number of times a >w b occurs:
a=wb=(la>wbl—|b>wal)/(la >wb|+|b>wal+1)

Note this value should always be between -1 and 1.

To understand this formula let’s use an example extracted from [3]. Supposing we are
working with a process log in such 5 traces holds that activity A is directly followed by
activity B, but the other way around never occurs. A =w B = 5/6 = 0.833, which means
we are not completely sure of the dependency relation (5 is a too low number, them can
be caused by noise). However, if instead of 5 traces we see 50 cases in which this relation
holds, even if we find one which holds the opposite relation, we would have A =w B =

49/52 = 0.94, which means we can be pretty sure of that dependency relation.

We know that each non-initial activity must have at least one other activity that is its
cause, and each non-final activity must have at least one dependent activity. Using this
information in the so called all-activities-connected heuristic, we can take the best candidate

(with the highest A =w B score).

For instance, suppose we have a causal activity matrix (Figure 3.5) with the =w values
resulting from the log W = [ABCD?, ACBD, AED?, ABCED, AECBD, AD].

A B C D E
0.0 10.909 0.900 |0.500{0.909
0.0 | 0.0 | 0.0 ]0.909 0.0
C | 00 | 0.0 | 0.0 10900 0.0
D }-0.500{-0.909|-0.909 0.0 |-0.909
E | 0.0 | 0.0 | 0.0 ]0.909 0.0

w4
=

Figure 3.5: Causal Activity matrix [3]

After applying the all-activities-connected heuristic on this matrix, we will discover A
as the initial activity, inasmuch as it is the only column without positive values (so it does
not depend on any other). To look for the activities which depends on A, we can look for
the highest values on A row. So, we found B and E. We first choose B, and we find A
as the cause of B. Then we note that D is the depending activity of B (the one with the
highest value on B row). Same process must be done for E and C activities, resulting the
graphic depicted on Figure 3.6, which is called dependency graph, where the numbers inside
the boxes represents the relative frequency of each activity, whilst the number in the arcs

represents the reliability of each causal relation and also the frequency.

Step 2: AND/XOR-split/join and non-observable tasks

25



CHAPTER 3. METHODOLOGY AND ALGORITHMS FOR PROCESS MINING

0,909/20 | 0,900/20 0,909/11

C
20 20 11

0,909/20 | 0,900/20 0,909/11

Figure 3.6: Dependency graph example [3]

Might be in our process two activities executed in parallel. For that, two non-observable
activities should be considered (AND-split and AND-join). Those activities are not in the
event log, so it is difficult to mine them. To treat them in a Heuristic Miner, it is used the

so called Causal Matriz to depict the corresponding Petri net (see Figure 3.7).

[ACTIVITY]| INPUT [  OUTPUT |
A 0 (BVE)N(CVE)
B A D
C A D
D (BVE)A(CVE) 0
E A D

Figure 3.7: Causal Matrix and Petri Net which is representing [3]

The underlying idea is relative simple. Let we start with a simple example. The depen-
dency graph of Figure 3.6 already gives the information that activities B, C and E are in
the output expression of activity A (as sown in Figure 3.7). If two activities (e.g. B and E)
are in the AND-relation, the pattern BE can appear in the event log. If two activities (e.g.

B and C) are in the XOR relation the pattern BC' is not possible.

Step 3: Mining long distance dependencies
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In some process models the choice between two activities is determined on previous
choices made in other parts of the process model. For example, in the process showed on
Figure 3.8, after activity D, the election between E or F activities depends on the previous
choice among B or C. This fact implies a difficult mining. Mining an event log generated
by the process model of Figure 3.8 with the Heuristics Miner as presented so far, will result

in a dependency graph without the B to E and C to F connection.

o0 SO0, OO0

Figure 3.8: A process model with a non-free-choice construct [3]

3.2.2 Fuzzy Miner

The Fuzzy Miner is suitable for mining less-structured processes which exhibit a large
amount of unstructured and conflicting behaviour, those called spaghetti processes. For this
reason Fuzzy Miner should be able to provide a high-level view on the process, abstracting

from undesired details.

On [4] can be found an awesome example to explain Fuzzy Miner’s philosophy: the field
of cartography. There we have locations, which could be identified with the activities in our

process, and we also have traffic connections between them (also paths between activities).

To represent those elements into a map, as we see in Figure 3.9, it is common to come

up with to simplify, the use of four concepts we define below.

Customization

Abstraciion \ meﬁﬁy»‘“,
“Eindhov |

insignificant roads 0 ! o
are not shown.

Aggregation Veldhoven :
16

parts of the city
are merged.

Focuses on the
intended use and
level of detail.

Emphasis

"'-,A‘ Heeze Highways are highlighted
B " \ by size, contrast and color.

Figure 3.9: Example of a road map [4]

27



CHAPTER 3. METHODOLOGY AND ALGORITHMS FOR PROCESS MINING

Aggregation: used to limit the number of information items displayed, maps often

shows coherent clusters of low-level detail information in an aggregated manner.

Abstraction: insignificant information not relevant must be omitted.

Emphasis: the most important information must be highlighted by visual means.

Customization: the level of detail must depend on the context we want to analyse.

These concepts are universal, well-understood, and established. But to see their applica-

tion to the process model, [4] defines two fundamental metrics: significance and correlation.

Significance measures the relative importance of behaviour. That means the level of
interest we have in events or in the dependency among them. Significance can be determined
both for event classes and precedence relations over them. Correlation, on the other hand,
measures how closely related two events following one another are. More closely correlated
events are assumed to share a large amount of their data, or have their similarity expressed

in their recorded names.

Now we can classify processes as highly significant, less significant but highly correlated
or less significant and lowly correlated. The first type will be preserved, the second type
will be aggregated, and the third one will be abstracted from.

So, it results a simplified process model as in Figure 77, where bright square nodes
represent significant activities and the darker octagonal node is an aggregated cluster of
three less-significant activities. All nodes are labelled with their respective significance, with
clusters displaying the mean significance of their elements. The brightness of edges between
nodes emphasizes their significance, i.e. more significant relations are darker. Edges are
also labelled with their respective significance and correlation values. By either removing or
hiding less significant information, this visualization enables the user to focus on the most

interesting behaviour in the process.
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Applications of PM for Task Automation

and Agent-based Social Simulation
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CHAPTER 4. APPLICATIONS OF PM FOR TASK AUTOMATION AND AGENT-BASED
SOCIAL SIMULATION

In this chapter we would like to demonstrate how, applying the just seen process mining
tools and techniques to a dataset extracted from a SmartHome, we can discover patterns,
unusual activities and other relevant results which could be used for intelligent applications

such task automation or social simulation, among others.

4.1 Use case

Our starting point will be a use case proposed by Tim van Kasteren in [13], where he applied
two probabilistic models to a dataset (hidden Markov and Conditional Random Fields) in
order to recognize activities of a 26-years-old man living in a SmartHome for a period of
25 days. However, literature about how to apply process mining techniques to get these

results is almost non-existing.

The SmartHome was a usual flat composed by six rooms. Within four of them were

installed a set of 14 change-state sensors placed as is depicted on Table 4.1 and in Figure 4.1.

In the kitchen In the hall In the toilet

Microwave Hall-Bedroom Door | Toilet Flush
Freeze Hall-Bathroom Door -
Fridge Hall-Toilet Door -
Dishwasher Frontdoor -

Cups Cupboard - -

Groceries Cupboard - -

Pans Cupboard - -

Plates Cupboard - -

Washing Machine - -

Table 4.1: Table of sensors installed on Kasteren SmartHome

After 25 days of normal life, sensors were collected 1319 events about inhabitant’s activi-
ties. Our goal is to find, using process mining techniques, regular patterns on the behaviour
of the man, unusual activities, the relation of each activity in the time. Definitely, any

relevant information about the subject and his life during the period of the experiment.

Figure 4.2 represents the architecture of the process we followed to achieve our goal.
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X :Sensor node

Figure 4.1: Floorplan of the house, red rectangle boxes indicate sensor nodes

Starting from the dataset mentioned above, it has been followed a data adaptation pre-
process, based in a python script in order to fit the logs into the ProM fields requirements.
So, we added a new column which represents the case (it is explained with more details on
the next Section 4.2). After that, it has been used ProM to convert this logs, which were in
CSV format into a proper format as XES, in order to be able to analyse them using three
different plugins focused on particular aspects: Simple Filter Heuristic, to discover general
information and time patterns; Heuristic Miner, to mine the log and get a heuristic model,;

and Discovery Matriz, to see the dependencies among activities.

31



CHAPTER 4. APPLICATIONS OF PM FOR TASK AUTOMATION AND AGENT-BASED
SOCIAL SIMULATION

Pro M Simple

Smart House [ Heuristic
Dataset , Filter
Pre-processing

Results

Heuristic
Miner

I CSV to XES

Discovery
Matrix

Figure 4.2: Architecture to analyse a dataset using PM

4.2 Dataset

Kasteren work provides two different datasets: the first one, obtained by the activity reg-
istration directly from the user by mean of a bluetooth headset (he registers all the events
with his voice saying some keywords), and the second one, obtained by the sensors installed
on the SmartHome. For this analysis we will use the second dataset, from now senseData

because of the high level of noise registered on the first one.

The senseData is a .txt file which starts listing all the sensors available and assigning

them an ID. Then, in the file are registered 4 fields: Start time, End time, ID and Val.

Start and End time represents the time in which sensor’s value comes to 1 and comes
back to 0, respectively, and has a format defined by dd-MMM-yyyy HH:mm:ss; 1D field
represents the sensor in which the activity is registered; and Val has always a value of 1.

For instance, the first line, which is

Start End ID Val
25-Feb-2008 00:20:14 25-Feb-2008 00:22:57 24 1

would mean that the sensor with the ID 24 (Hall-Bedroom Door) has been activated
from 20:14 to 22:57 on February 25th, so the door was opened at 20:14 and was closed again
at 22:57.

To be able of applying the ProM filters and algorithms properly to this senseData, as
we said before, it is needed to pre-process the file. For this, we will run a python script
which creates a CSV file with 4 fields: Start and end time don’t change; sensor name, that
replaces the previous sensor ID; and case 1D, which is defined by ourselves following this

criterion: activities belonging to a specific case ID are those which were carried out between
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the 04:00 AM of one day and 04:00 AM of the next day (this criterion is based on the needed

to define a coherent start and end points according to the scope of the data).

The script has an additional function which removes repeated activities. That task has
been needed due to the noise introduced by the sensors, which used to register more than

once each activity, giving incorrect information about the processes.

After that, it is obtained a CSV reduced to 853 entries (instead of the original number
1319), but containing well structured information ready to be discovered. So let’s start with

the experiments.

4.3 Experimental results

Now, starting from the use case just described on Section 4.1, we will apply the ProM
methodology explained on Chapter 3 in order to achieve the goals of this project, that’s it:
to get relevant results about processes and patterns on the inhabitant’s behaviour to apply

them into Aml applications such task automation or agent-based simulation.

To import the log into ProM, we should first specify its format as well as few more
parameters, such as the mapping of log columns to timestamps, cases and events (see
Figure 4.3). Then ProM can automatically build the XES file, so once the XES file is ready,

we can start to delve into it.

Show Expert Configuration

~ ] Endtime

HH:mmss

o Previoss 1 P Next

Figure 4.3: CSV to XES converter

Experiments will be conducted on the basis of answering three main issues which will

be applied for later applications on this final project:
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e Recognition of behaviour patterns.
e Discovery of process models.

e Analysis of activities duration and schedules.

4.3.1 Recognition of behaviour patterns

Firstly, to analyse the general output given by the log inspector will bring us some interesting
information. For instance, we can note that the most frequent activity is such related to the
Hall-Bathroom Door, with an occurrence of the 22,65%, whilst the most unusual activity
is recorded by the sensor placed in the washing machine, which is fired 1,17% of the time.

List on Figure 4.4 shows all the activities sorted out by occurrence.

Class Occurrences (absolute) Occurrences (relative)
Hall-Bathroom door 193 22,653%
ToiletFlush 121 14,202%
Hall-Toilet door 97 11,385%
Fridge 87 10,211%
Hall-Bedroom door 61 7.16%
Plates cupboard 58 6,808%
Groceries Cupboard 50 5,869%
Frontdoor 45 5,282%
Cups cupboard 33 3.873%
Freezer 3z 3,756%
Pans Cupboard 28 3.286%
Microwave z 27%
Dishwasher 14 1.643%
Washingmachine 10 1.174%

Figure 4.4: Simple Heuristic Filter parameters

For the raised issue, that information could seem not very useful, but it helps us to

consider a general view of the inhabitant’s behaviour.

Now, we can dive deeper by analysing the file with a plugin named Discover Matriz,
which represents a causal activities’ matrix. After configuring its parameters to set the
mining algorithm we want to apply (we will apply heuristic algorithm for this case), we
could see the output of the plugin. In order to provide a major clarity, it has been rewritten
into the Excel table of Figure 4.5. As it is depicted there, some strong dependencies are held
between activities. For instance, the relation among Toilet Flush and Hall-Bathroom Door
has a value of 0,96, so that means we are quite sure that the next step after flush will be
probably to open the Hall-Bathroom Door. Values on the table represent the certainty we
have about a relation between two activities. From -1, which means to be sure that relation

does not exist, to 1, which means to be sure that relation exists. A zero value means we
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do not know. It is important note that we are not talking about frequency patterns, but

dependence reliability.

Pans Plates |Groceries Toilet | Toilet
d board | cupboard Bedroom Bathroem door | flush Frontdeor

FROM/TO| Dishwasher | Freezer | Fridge

Dishwasher|

Washing machine| X A ),

Microwave| ) A ' 'y /] e
Cups cupboard . 600/ 0, . .

|__0500[ 0,750] 0,666/ 0,500

500 0, | 05000 0,500  0.666]
Bathroom ! 500 0, !
Toilet door| A A i

Figure 4.5: Table based on causal activities’ matrix

4.3.2 Discovery of process models

For discovering the process models, we will use Heuristic Miner algorithm (described

on Section 3.2).

To achieve good results applying this algorithm, we first need to do an intermediate
operation: Log inspector in ProM has an option where we can find the patterns we want
(setting some parameters), and then creates the pattern abstractions. We will use this
tool to convert all the relations activity start - activity end into an abstraction, so we will

improve the fitness value when we will apply the Heuristic Miner plugin.

On Figure 4.6 it can be seen how parameters like conservedness and alphabet size have
been set on 50 and 1 respectively, which implies to select just the patterns composed by
more than an event, and with a conservedness value higher than 50 (this means a good
pattern). As we can see, only 14 patterns have been found, inasmuch as only the start-
complete patterns have those features. After finding them, we will select all the abstractions
found and we will export the new log, which we are going to mine applying the Heuristic

algorithm.

Once we have the Selected Abstraction log, and before applying the Mine for a Heuristics
Net using Heuristic Miner plugin, we will add a starting and end point using another plugin
so called Add Artificial Events. This step is needed to achieve a higher fitness value, due to
the life cycle of the events we are working with, always falls inside its corresponding case.

Thereby, each process starts at 4:00 AM and ends at 4:00AM.

Then we will apply the heuristic mining basing our threshold choice on the results
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Figure 4.6: Pattern abstractions tool

explained on [3] for a log with low frequent traces and some noise. Thus, we achieved a
fitness value of 0.5929 with a dependency threshold of 0.5, and relative-to-best threshold of
0.04.

Seeing Figure 4.7 we can consider a picture of the general inhabitant’s behaviour and
distinguish in a clear visual manner which their most usual patterns are. To understand the
diagram we should remember the meaning of the numbers within the boxes, which represent
the frequency of this activity, and also the numbers attached to the paths, which represent
the frequency of arriving to one activity from another. Should be noticed also that values
between start and complete boxes of a specific activity do not change, neither the path’s
one. This is because activities duration used to be short (activities are open a door, open
the fridge, flush...etc), so in the most of the cases when an activity starts, the next event

in the log is the activity end.

Figure 4.7: Heuristic Mine Output (find a bigger version of the figure on appendix ?7?)
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4.3.3 Analysis of activities duration and schedules

The log inspector in ProM provides a very powerful tool called Dotted chart which will allow

us to

discover everything about the relation between activities, traces and timestamps.

Starting from the original XES file, we will apply a Simple Heuristic Filter to delete the

complete value from the life cycle, so we can see just one event for each activity instead of

two (start and complete).

Dotted Chart tool, as we just said, has an output that is the graphic between two

parameters that can be customized. For this analysis, we will choose three different relations.

1.

Event Event Name

Relation between events and days of the week

[ ] [ ] [ ] [ ] [ ] [ ] [ ]
[ ) [ ] [ [ ] L ] [ ]
Fridge
Graceries Cupboard [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Hall Bathiaom daor
Hall-Bedroom doar [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Hall-Toilet door [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Microwave
Pans Cupboard . L L e L ] [
Plates cupboard [ ] L] [ ] L] e [ ] [ ]
ToilstFlush [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Washingmachine

0: Sunday 1: Moanday 2: Tussday 3: Wednssday 4 Thursday 5: Friday &: Satuiday
Event: time:dayOfWeek

100 % rendered —
in 0,01 sec. —

Figure 4.8: Graphic showing the relation between events and day of the week

Figure 4.8 shows basically how every activity is carried out by the subject every day
except for the washing machine, which is usually used during the weekend and in the
middle of the week. Note that something particular happens on Tuesday, when we

can observe an irregularity on two events: pans cupboard and dishwasher.

On Figure 4.9 we can see a more detailed picture of the inhabitant routine each day of
the week. For example, we can note during the week he does not usually have launch
at home, whilst during the weekend, Saturday evening should be outside, and Sunday

does not usually get up early.

We can observe a normal routine for a 26-years-old man. However, on Tuesday there
is an unusual behaviour again, because if we follow the colours code of Figure 4.8, we
see he uses to go bed at 3:00 AM.
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Figure 4.9: Graphic showing the relation between hours in the day and days of the week

It is even more detailed picture that we find on Figure 4.10. There we can see a mix
of the previous two graphs (note that week starts on Sunday). So we can observe how
frequently are the different activities at each hour on a particular week day. Thus, we

confirm the unusual activity on Tuesday night (compared with the other week days).
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Figure 4.10: Graphic showing the relation between events and days of the week (and hours

in the day)
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2. Relation between events and hours in the day

Figure 4.11 relates each event with the time in the day, so we can determine the

moments of most activity for each event. For instance, events from bathroom and

toilet does not sleep.

An obvious fact, that maybe is more clearly seeing the graph below the image, that
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Figure 4.11: Graphic showing the relation between events and hours in the day

the period between 8:30 and 11:00 in the morning is the most active period of the

house. Then, the normal activity level uses to come back from 17:00h. These facts

become more consistently seeing the activity per hour of all the traces on Figure 4.12.

1homo,000s 3H0m0,000s. 5homO,000s. THOmO,000s. GHOmO,000s. 11h0mo,000s 13h0mo,000s
Event time timeSinceDayStart

100 % rendered
in 0 s

ikt o Ao

Figure 4.12: Graphic showing the relation between traces and hours in the day

3. Relation between events and days of the month

A much more eagle view is given by Figure 4.13 where can be observed two days

with no activity: March 1st and 9th. Considering that those days were Friday and

Saturday, respectively, we can assume he went out for those two weekends, which

means the possible patterns found on Saturday or Sunday have less reliability than

the ones found during the week, due to these days we have a lower amount of events

to mine.
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Figure 4.13: Graphic showing the relation between events and days of the month
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Another unusual behaviour occurs between the afternoon of March 10th and the
evening of March 13th. Those days the activity in the bathroom falls to zero, maybe

due to a fault on the shower.

4.4 Applications of the results for Ambient Intelligence

After using process mining to get results from the senseData 4.2, we would like to apply

this analysis into two different applications.

4.4.1 Recipes Recommendation for Task Automation

Home Automation is a growing field which is based on defining rules that are connected
to different actions in order to optimize resources, time or even expenses in your house.
IFTTT is a website where we can define in an extremely easy way those rules. The schema
is very simple: IF event THEN action. There we can choose between a lot of events
and actions (www.ifttt.com). Note that in the SmartHome beheld by the use case we are
working on there are not installed smart devices more than some change-state sensors, so
this point will remain as a possible application assuming we are in a scenery with everything

connected.

To define recipes (see Figure 4.14), we will base them on results extracted from Fig-
ure 4.7. There, being A and B two different activities, we have to look at activity patterns
from start to complete life cycle transition. That’s it: A complete + B start. We will focus

on those activities which have a unique path to another. Then, we have to check two values:
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- -

Heuristic Miner Study frequencies Define automation
analysis and dependencies recipes

Figure 4.14: Steps followed to define recipes

the difference between frequency of A and the frequency of the path, from where we can cal-
culate the probability for this pattern occurrence; and the dependency value between those
activities, which we can find either in the table on Figure 4.5. Finally, we will establish a

threshold for those parameters to define recipes.

For instance, looking at the path from Frontdoor complete to Hall-Bathroom start, we
can calculate that this relation will occur with a probability of 60% (27/45). Looking at
the discovery matrix (Figure 4.5), we can confirm that the reliability of going from one to
another is 0.93, in fact the maximum value starting from the activity related to the front
door. Therefore, we can define a rule as follows: IF front door is opened THEN will send

you an alert asking you if I should turn on bathroom’s light.

To illustrate this method, we have been defined some recipes extracted for the analysis:

e IF Frontdoor THEN Smartphone alert recommending actions in the bathroom*

o IF Hall-Bedroom door THEN Smartphone alert recommending actions in the bath-

room

e IF Hall-Bathroom door THEN Smartphone alert recommending actions in the toilet

*Actions in the bathroom can be, i.e, to turn on the shower, to heat up the water or to

turn on the light.

As we can see, process mining potential for task automation could be enormous installing

sensors in strategic parts of a house.

4.4.2 Agent-based Social Simulation

Agent-Based Social Simulation (ABSS) [14] is scientific discipline concerned with simula-
tion of social phenomena, using computer-based multiagent models. In these simulations,
persons or group of persons are represented by agents. A lot of social processes were ob-

served in their model including death, disease, trade, wealth, sex and reproduction, culture,
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conflict and war, and externalities such as pollution so, to apply process mining results to

this field can achieve great results.

For instance, to analyse results on Section 4.3.3 provides us a huge amount of information
about activities schedules: when are activities being carried out, at what time during the
day, which days...etc. All this information, joined with probabilities and dependencies
extracted before using Heuristic Miner, becomes very useful in terms of behaviour prediction

for virtual subjects simulation to design, for example, an evacuation plan in a big building.

An application also related with ABSS, left for future works due to it exceeds the scope
of this project, would be extract from ProM the average duration of each activity and use
some tools as BasyFitXL ! to discover the distribution it follows, in order to be able of

predicting the duration of each activity for different virtual agents in a social simulation.

"http:/ /www.mathwave.com/articles/fit-distributions-excel. html
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In this chapter we will describe the conclusions extracted from this final project, the

achievements and thinkings about future work.

5.1 Conclusions

In this final project, we have been summarized what Process Mining is, explaining its main
functionalities, and giving a brief introduction to common formats and algorithms. We
have also analysed the different tools used for process mining, such as ProM and Disco,
evaluating their weaknesses and their strengths and comparing the advantages each one can
provide. Then, a general methodology has been developed in order to analyse Event Logs
using ProM. And finally, a particular use case has been selected to be analysed using the
elements previously described and we have demonstrated how results extracted from this
analysis can be applied for Ambient Intelligence applications such as Task Automation or

Agent-based social simulation.

This project has been developed due to applications for Ambient Intelligence related
processes has not received enough attention in the current literature about process mining,
leaving a little from the field which it has emerged from: Business Intelligence. At the same
time, this projects aims to be a basis on which this new field, full of possibilities as we have

seen throughout the project, can be explored.

During this project, the initially chosen use case has proved insufficient to exploit the
whole possibilities that subject offers. The analysis of a more developed dataset, perhaps
with a longer log registration period, or even several dataset which could be put together,
would be allowed a much more complete demonstration. However, we have extracted the
juice enough to cook an aperitif that aims to whet the appetite and to precede a much

bigger feast.

5.2 Achieved goals

Analysis of Process Mining tools This goal has been achieved successfully. We have
been able to discover the benefits each technology can provide, the main techniques
each tool is using, advantages and disadvantages of each one, and then do a brief
comparison between both. This helped us to choose which technology fits better with

our goals. It can be seen on Section 2.3.

Development of a methodology to mine processes using ProM It was essential to
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structure and understand the steps taken for the later analysis. This has been possible
thanks to the literature found about ProM and their plugins. This is detailed in
Chapter 3.

PM analysis of a particular dataset and its use for Aml applications This has been
the main goal achieved. It has given us the chance to understand better the funda-
mentals of Process Mining, to test the methodology proposed in Chapter 3 with great
results, and to demonstrate how useful can be process mining applied to Ambient

Intelligence field. More information can be consulted in Chapter 4.

5.3 Future work

In the following points some fields of study or improvement are presented to continue the
development.
e Monitoring daily life activities based on the logs registered by Estimotes !.

e Discovering times distribution of each activity in order to use it into agent-based social

simulation.

e In the Healthcare field, detecting unusual behaviours of patients in order to prevent

possible diseases or bad habits.

e Helping athletes to monitor their activities in order to achieve optimal results or to

help trainers to recommend personalised workouts.

e Health Smart Home, to follow dependent people at home in order to avoid its hospi-

talisation [15].

L www.estimote.com
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