
How well do Spaniards sleep?
Analysis of Sleep Disorders

based on Twitter mining
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Abstract—Twitter is a social network that allows its users
to exchange messages of 280 characters with the possibility
of accompanying them with a photo, video and/or link. This
social network has been used as a source of data for numerous
research studies on the human being. This study aims to analyse
and characterize the messages coming from Spanish-speaking
users related to the most common sleep disorder in our society,
insomnia. For this purpose, this study provides two machine
learning classifiers that enable the classification of users with
insomnia together with the self-reported cause. In this context,
this paper proposes a novel feature extraction method that
exploits the similarity measure that can be computed in word
embeddings models. For training these classifiers, a dataset
of tweets in Spanish containing the word insomnia has been
manually annotated to draw conclusions about the geographical
distribution, symptoms and the different topics that users with
insomnia treat. In addition, a second dataset has been collected
formed by two groups of users from Spain with insomnia and
without insomnia. Analysing the timeline of both groups we have
been able to extract the differences in the patterns of activity on
Twitter of each of these groups.

Index Terms—insomnia, sleep disorder, Twitter, social mining,
natural language processing, machine learning, feature extraction

I. INTRODUCTION

The catalogue of different sleep disorders is part of the
main problems that must be faced by medicine today. The
percentage of people suffering from some of these disorders
is 31% in Western Europe, 56% in the USA and 23% in
Japan [1].

A study by DOPPS (Dialysis Outcomes and Practice Pat-
terns) concluded that there are a number of common clinical
features associated with people who sleep a few hours of
sleep such as increased body mass index, pain, coronary
artery disease, congestive heart failure, diabetes, lung disease,
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psychiatric disorders, peripheral arterial disease, depression,
and pruritus [2].

However, it is estimated that only some of these people
follow some kind of medical treatment for these disorders.
This fact makes necessary to create techniques for medical
professionals to predict a sleep disorders in an early way and
to be able to advise healthy sleep routines and therapies.

This article aims to analyse sleep disorders based on Twitter
mining. This social network allows its users to publish mes-
sages of a maximum of 280 characters with the possibility of
accompanying them with a photo, video, and/or link.

In our case, we are interested in determining if it is
possible to characterize potential people to suffer insomnia
through the seĺf-reported messages posted on a social network.
Specifically, the research will be based on Spanish-speaking
messages and users in the social network Twitter.

We are also interested in determining the proportion of
users who suffer from each of the different symptoms of
insomnia, allowing us to carry out a more extensive study of
the phenomenon of insomnia. According to the third edition
of the International Criteria for Sleep Disorders (ICSD-3) [3],
the main symptoms are: difficulty beginning sleep, short
sleep duration and poor energy during the day. Also, another
objective consists in measuring the proportion of users that
undergo medical treatments of insomnia.

To achieve these goals we will develop two classifiers
through machine learning techniques responsible for automat-
ing the tasks of characterizing users and tweets on the topic
of insomnia. Also, with the aim of fostering research in this
field, we make public the generated datasets 1.

The reminder of this paper is organized as follows. Sect. II
reviews related work. Sect. III elaborates the methodology
for collecting and annotating data. Sect. IV describes the
techniques uses for tweet classification. Sect. V presents the
analysis of the results of the data. Finally Sect. VI discusses
the conclusions of this work.

1https://github.com/gsi-upm/dreampy-resources
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II. RELATED WORK

Nowadays, social networks have become spaces where peo-
ple communicate their daily activities, concerns and problems
to others [4]. Recently, many studies have emerged in which
social networks were used as a data source produced by users
to attempt to draw conclusions on health issues [5].

One of the social networks that has experienced this growth
in recent years has been Twitter. Because of this, recently a
large body of research has been devoted to use Twitter to
analyse users behaviour and personality, including possible
suicidal tendencies [6], people on diet [7], influence of
political candidates on voters [8], users characteristics for
engaging customers [9], and many others. Many of these
works make use of common text-based features [10] such
as keyword extraction, topic classification, Part-of-Speech and
Name Entity Recognition.

In addition to the different fields we have mentioned in the
previous section, research on sleep disorders has also been
carried out using social networks prior to this study. These
researches are based on comparisons between a group of users
who suffer from insomnia and another group of users who do
not suffer from it.

Jamison-Powell et al. [11] analysed a corpus of English
Tweets in order to explore the role of social media in
the discussion of mental health issues, and with particular
reference to insomnia and sleep disorders. They present a
content analysis which revealed that tweets that contained the
word “insomnia” contained significantly more negative health
information than a random sample, strongly suggesting that
individuals were making disclosures about their sleep disorder.
In addition, they also reveal the existence of two themes
present in the content of this type of tweets: (i) describing
the experience, in which they catalogue the way in which
users transmit their insomnia and (ii) coping with insomnia, in
which they catalogue how users manage their insomnia. They
determine a tendency of users with insomnia to release their
frustration of not being able to sleep through social networks.
Based on this conclusion, we claim that it is possible to carry
out studies on insomnia through the information provided by
users suffering from this disorder on twitter.

Another study has also been carried out on the Chinese
social network Sina Weibo, but based on the same context [12]
of insomnia. Their objective was to evaluate the feasibility
of using social media to understand whether and how sleep
complaints are discussed online and the feasibility of using
their data to inform the detection and prevention of insomnia.
To do this, they annotated a corpus in terms of themes and
symptoms present in the tweets. For the task of this labelling
they developed a text classifier machine learning. They also
conducted a demographic study of the tweets and a study of
activity on the social network of users. Their results have
allowed us to know the most common topics among users
suffering from insomnia.

Finally, another relevant research has been done to char-
acterize sleep issues on Twitter [13]. Its objective was to

determine whether social media can be used as a method for
carrying out research focused on sleep-related issues. To do
this they built a corpus of tweets in English containing words
related to insomnia. Their conclusions were that users with
insomnia present a tendency of negative sentiment in their
publications. They also carried out a study of the character-
istics of these users on Twitter, concluding that they are less
active and have fewer followers.

III. INSOMNIA CORPUS COLLECTION AND ANNOTATION

A. Dataset and methodology

The capture of tweets was done through the Streaming
Twitter API2 that allows us to capture tweets in real time.
For this task we used an open-source Python library called
Tweepy [14] that allows us to communicate with the Twitter
API in a simple and intuitive way.

The following criteria were considered for collecting the
tweets:

• They must have been in Spanish.
• They had to contain the word insomnia, because it is the

phenomenon we want to study.
• They could not be re-tweets (a re-post of a tweet orig-

inally posted by a different user) because we are only
interested in experiences expressed by people who claim
to have insomnia.

In addition to the tweet text, we also store metadata such
as the date and time the tweet was published, the user ID and
his location, and the tweet ID.

The data collection process has been carried out in two
different periods. The first data capture (General Insomnia
dataset) was made between December 14, 2017 and January
4, 2018. It produced a sample of 54432 tweets following the
aforementioned criteria. This sample has been used in the
geographical study of insomnia explained in the Sect. III-B.
The second capture (Spanish Insomnia dataset) was made
between April 2 and 10, restricted to Spain and produced a
sample of 2361 tweets.

General
Insomnia
dataset

Insomnia
Label

511
tweets

Insomnia : yes

511
tweets

351
tweetsSymptom and

Theme Label

Insomnia
Tweets
dataset

Theme
Tweets
dataset

Fig. 1. Methodology for the labelling and creation of datasets.

2https://developer.twitter.com/en/docs



From this data, several datasets have been created for our
experiments (see Fig. 1).

• Insomnia Tweets dataset. This dataset is formed by 511
random tweets of the General Insomnia dataset. In it we
labelled the Insomnia label explained in the Sect. III-C,
and it is the one we used to train the Insomnia Classifier,
explained in the Sect. V-A.

• Theme Tweets dataset. This dataset is made up of the 351
tweets of Insomnia Tweets dataset dataset tagged with the
Insomnia label as ’yes’ (i.e. tweets in which the author
claims to suffer insomnia). In this dataset we labelled the
labels Themes and Symptoms explained in the Sect III-C,
and we used it to train the Theme Classifier, explained
in the Sect V-B.

• Spanish Insomina Users dataset. This dataset has been
formed with the aim of drawing conclusions about the
activity of users with insomnia on a social network such
as Twitter. This dataset is formed by 103 users with
insomnia based on the Spanish Insomnia dataset using
the methodology described in Sect. V-C.

B. Geographic Research

The first study we did was a geographical distribution of the
54432 tweets we collected in the first capture. The objective
of this study is to understand the importance of insomnia in
Spanish-speaking countries.

The location information of a tweet can be extracted in
two different ways: (i) the tweet can be geolocated directly
by the platform (users can optionally choose to allow their
tweets to be geolocated using a GPS system) (ii) using the
“Location” field associated with the tweet (Twitter API also
provides information about the user who has written the tweet).

When analysing our General Insomnia dataset, we deter-
mined that only 1% of the tweets contained information about
the location from which they were published. For this reason,
we carried out the analysis of the location fields of the users
who had written the rest of the tweets. To do this we use the
Google Maps Geocoding API3 which allows us to convert this
field in text to geographic coordinates, and so be able to work
with the locations in a more effective way than with texts [15].

With this procedure, we obtained 32404 geolocated tweets
that is 59% of our sample.

For the part of visualizing the geolocation of the tweets
we have used the Python GeoPandas [16] library that allows
us to represent the geolocalized tweets in their corresponding
country, as shown in Fig. 2.

TABLE I
TOP COUNTRIES IN TWEETS OF THE GENERAL INSOMNIA DATASET.

Country Tweets Percentage
Argentina 11132 34.53%
Mexico 5349 16.59%
Spain 5112 15.85%

United States 3052 9.46%
Colombia 1884 5.84%

3https://cloud.google.com/maps-platform/

Fig. 2. Origin countries of the General Insomnia dataset.

We have also highlighted the countries with more tweets
with the word insomnia as shown in Table I, in which it is
important to highlight that Argentina, Mexico and Spain have
a much greater presence than the rest of the Spanish-speaking
countries.

Specifically, in the case of Spain, we want to determine the
importance of insomnia in the Twitter user community.

To do this we have determined the percentage of users who
have posted at least one tweet in a given period with the
word insomnia. This percentage is given by the number of
different users that we have obtained from our dataset from
Spain among the total number of users that have written in
that country during the time of capture that has been three
weeks.

The number of different users who have posted in the three
weeks of capture at least one tweet about insomnia is 1982.
This number has to be compared with the number of active
Spanish users in the period of three weeks who have the
location field filled in, as our sample only includes users who
have an insomnia tweet and the location field filled in. The
number of users in Spain who have a written localization field
is 2.9% [17].

With this number and the data that there are 7.52 million
active Twitter users (they write at least one tweet) for a month
in Spain4, it can be obtained that there are 164124 active users
with the location filled in during the time of capture.

With these three facts, we can determine that approximately
1.21% of users in Spain have ever written about insomnia.

C. Labelling

Our goal is to detect and characterize tweets from users who
claim to have insomnia as a supervised classification task and
two text classifiers was trained to perform this task.

The Insomnia Tweets dataset has been labelled with the
Insomnia label and the Theme Tweets dataset has been labelled
with the Themes and Symptoms labels.

1) Insomnia: The first labelling we did was in Insomnia
Tweets dataset and it consisted of differentiating between
tweets that contain the word insomnia and come from a
person who claims to have insomnia and those who do not.

4https://es.statista.com/



Specifically, this tag is added to tweets that match these
characteristics:

• They do not come from a corporate account, that is, the
user who has written the tweet is a natural person.

• In the tweet the user informs that it is the user who suffers
from insomnia, so there are no valid tweets where it is
transmitted that an acquaintance suffers from insomnia
for example.

It is important to remember that none of the tweets that form
the dataset are re-tweets, a filter that was implemented in the
capture process. The Insomnia Tweets dataset distribution is
shown in Table. II

TABLE II
DISTRIBUTION OF INSOMNIA TWEETS DATASET AND AVERAGE NUMBER

OF WORDS

Insomnia N (%) Avg. no. words Example
yes 351 (69) 12.57 I have insomnia again
no 160 (31) 11.61 Do you have insomnia?

The average number of words has been included in order
to provide information on the size of the dataset. For this
average we have considered all the words contained in a tweet,
including stop words

2) Themes: The second labelling was done in the Theme
Tweets dataset and it aims to group tweets by type of informa-
tion, allowing us to better characterize the messages and thus
draw better conclusions. We remember that this dataset is the
one we will use to train the Theme Classifier. The topics we
defined were:

• User expresses only his sleep disorder.
• User expresses his sleep disorder and gives the causes of

his problem.
• User expresses his or her disorder and requests help.
• User expresses his sleep disorder and transmits what he

does at night.
• User expresses his/her sleep disorder and takes some

action to try to solve it.

The distribution of this label in Theme Tweets dataset is
shown in Table III.

TABLE III
DISTRIBUTION OF THEME LABELS IN THEME TWEETS DATASET AND

AVERAGE NUMBER OF WORDS

Theme N (%) Avg. no. words
Only sleep disorder 214 (61) 10.6
Sleep disorder and cause 34 (9.7) 17.11
Sleep disorder and requests help 28 (8) 11.9
Sleep disorder and current activity 41 (11.6) 16.22
Sleep disorder and current therapy 34 (9.7) 16.6

The most worrying fact is that only 9.7% say they take some
action to solve it. This percentage shows that there is a need
to develop techniques for the detection of sleep disorders such
as insomnia in order to help and diagnose those affected and
thus increase the number of people who take some remedy.

3) Symptoms: As mentioned above, we are interested in
knowing what are the different symptoms of tweets for users
with insomnia. In the third edition of International Criteria
for Sleep Disorders (ICSD-3), the main symptoms of insom-
nia were defined as: difficulty in starting sleep; short sleep
duration; difficulty in sleeping and low energy during the day.

As in the case of Theme labels, we have labelled Theme
Tweets dataset in each of the three defined symptoms. The
distribution of this label in Theme Tweets dataset is shown in
Table IV.

TABLE IV
DISTRIBUTION OF SYMPTOMS LABEL AND AVERAGE NUMBER OF WORDS

IN THEME TWEETS DATASET

Symptom N (%) Avg. no. words
Difficulty in starting sleep 32 (66.7) 15
Short sleep duration 9 (18.7) 13.5
Difficulty in sleeping and low en-
ergy during the next day 7 (14.6) 20.7

The first conclusion we have drawn from of this labelling
was that most of the tweets did not express any of the defined
symptoms. Specifically, only 14% (48) of the posts commented
on any of the symptoms. The small amount of tweets with this
information suggests that the population does not analyse how
they suffer these kinds of disorders.

IV. TEXT MINING TECHNIQUES

With the aim of automating the annotation task, two text
classifiers have been developed: (i) one that performs the
task of tagging tweets that meet the characteristics of the
insomnia tag; and another (ii) that classifies the tweets among
the defined themes. Regarding the implementation, Python li-
braries scikit-learn [18] and NLTK [19] have been used;
for orchestration and providing the system with scalability
capabilities, we have used Luigi 5.

As for feature extraction methods, we separate these into
two categories: statistical and semantic methods. In this sec-
tion, the developed steps –preprocessing, feature extraction
(both statistical and semantic), and classification– are de-
scribed.

A. Preprocessing

In this phase the raw text is taken and cleaned using
common NLP techniques [20]: elimination of punctuation
marks, stop-words, rare characters, URLs, etc. Besides, the
tokenization has been done oriented to the domain, since Twit-
ter has specific characteristics [21] that need to be addressed:
user mentions are normalized (e.g., @potus is transformed to
user), and appearance of hashtags is flagged. Finally, tokens
are stemmed using the Porter method.

B. Statistical feature extraction

Regarding the dataset-specific statistic features, we consider
TF-IDF weighting over n-grams. In this way, these features
encode information regarding the presence of n-grams, adding

5https://github.com/spotify/luigi/



frequency statistics of those same n-grams. After performing
a preliminary evaluation, we have found that using n-grams
with n ranging from 1 to 3 (1-grams, 2-grams and 3-grams)
yields the better results. To a more extent description of the
TF-IDF measure, we refer to the reader to [22].

We also consider the use of Latent Dirichlet Allocation
(LDA) features as a baseline. This algorithm considers each
document as a mixture of several topics, and each word in the
document belongs to one of the topics in the document. LDA
works by calculating the probability that a document belongs
to a topic, based on the probability of each of the words that
make up the document [23].

In addition, the Labeled LDA (L-LDA) feature extraction
algorithm is used. In contrast to LDA [23], which is a model-
ing algorithm that discovers textual topics in an unsupervised
manner, L-LDA is a variation of the LDA algorithm that
models topics in a supervised setting. It does not only indicate
the number of topics that are latent in a set of document, but
it does so by using the topic labels [24].

The L-LDA method works as follows. Firstly, we used the
Stanford Topic Modelling Toolbox (STMT) [25] tool which
generates a dictionary for each tagged topic composed of
all the words in the dataset and the probability that each of
those words belongs to that particular topic. As a result, the
algorithm is able of estimating the probabilities that describe
if a certain document belongs to each of the topics.

C. Semantic feature extraction

This paper presents a feature extraction method that uses
the information contained in a word embedding model and
a selection of relevant words to represent a document. This
method makes use of the similarity measure that can be done
in a word embedding model via cosine similarity.

In this way, we consider a selection of words S that serves
as a “template” to wich project input documents. Given a
input document (e.g., tweet), the similarity between the input
word vectors of that document and each of the words in S
is computed. This can be done because the embedding model
maps each word to a vector in a n-dimensional vector space.
For an input word the method computes a similarity vector;
when done for the whole document, a matrix of dimensions
m× |S| is obtained, where m is the number if input words in
a certain document. In order to reduce the dimensionality to
a feature vector, the maximum is computed column-wise. The
final dimensionality of the extracted feature vector is |S|, that
is, the number of selected words.

The selection of relevant words is independent to the
method, and can be implemented in a number of ways. This
work tackles two different approaches for this word selection.

• Firstly, the words of a sentiment lexicon are used. The
idea is that insomnia users probably show a bias towards
negative sentiment when complaining about insomnia,
while users that do not suffer insomnia may not complain,
and thus do not use negative sentiment. For this, we use
the Spanish sentiment lexicon ElhPolar [26].

• Secondly, domain-wise words have been extracted. For
this, most frequent words have been collected from our
dataset. Please note that these words have been extracted
after the preprocessing steps (Sect. IV-A).

The proposed feature extraction method can be seen as a
projection of the input text to a selection of words. Generated
feature vectors are dense, and its dimensionality depends on
the number of selected words; this value is set to 100 words
with a parameter exploration. This method is, to the best of
out knowledge, a novel work.

D. Classification

Finally, as a last step in out data processing pipeline, a
machine learning classifier is used. This work tackles two
different classification tasks, namely insomnia detection and
theme classification. Thus, we use two different machine
learning systems to address these tasks.

With respect to the methodology of the evaluation, all exper-
iments have been done with cross validation. More specifically,
we have used the k-fold configuration with a k = 5. Besides,
accuracy and F1-score metrics have been used to measure the
performance of the learners.

There are many options among machine learning models
that can be used. In this project, as done in [12], we have eval-
uated the use of the following classification algorithms: Multi-
nomial Naive Bayes, Support Vector Classification (SVC),
K-Nearest Neighbors (KNN), Logistic Regression, Random
Forest Classifier. The hyperparameters of each of these algo-
rithms have been tuned using a cross-validation grid search.
In a preliminary evaluation, we have found that Logistic
Regression yields better results in the two classification tasks
at hand.

V. RESULTS

A. Insomnia Classifier

For the task of determining whether a tweet has been
written by an user that suffers insomnia or not (sect. III-C),
a machine learning classifier has been trained. As we have
already mentioned, we have used the Insomnia Tweets dataset
to train this classifier Consequently, to facilitate this training,
we have balanced the dataset with under-sampling, resulting
in a total of 320 tweets. In this task, the feature extraction
methods used are: TF-IDF combined with LDA, and semantic
similarity (Sect. IV-C) with the two variations considered:
using the sentiment lexicon or a domain-wise word selection.

TABLE V
EVALUATION RESULTS IN INSOMNIA DETECTION.

Method Accuracy F1-Score
TF-IDF + LDA 0.84 0.82

Semantic Similarity (lexicon words) 0.85 0.85
Semantic Similarity (domain words) 0.89 0.90

Table V shows the results for the evaluation in this task.
It can be seen that the semantic similarity features perform,
by a large margin, better that the ones extracted by the TF-
IDF + LDA combination. Also, using a domain-adapted word



selection leads to further improvement, reaching a 90% of F1-
score. This result indicates that the proposed feature extraction
methods yields good performances. Also, the fact that using a
domain-adapted selection increases the performance suggests
that our method can be easily used for other text categorization
tasks just by changing the selection of words.

B. Theme Classifier

Following, the task of determining the Theme label
(Sect. III-C) of a message is performed similarly as in
Sect. V-A. As described in Table III, the messages are dis-
tributed along five categories that represent the themes. From
this distribution, it can be seen that there is a considerable
disproportion of tweets among the aforementioned themes.
Therefore, and to avoid problems of unbalanced data, a sample
subset of 172 tweets from the Theme Tweets dataset has been
selected, so that the categories distribution was approximately
uniform for each theme.

Regarding the feature extraction, we have evaluated the
use of TF-IDF representations and, due to the nature of the
problem, the L-LDA feature extraction method (Sect. IV). As
described, L-LDA is able to effectively learn topics by means
of annotations, characteristic that is exploited in this task.

TABLE VI
EVALUATION RESULTS IN THEME DETECTION.

Method Accuracy F1-Score
TF-IDF 0.57 0.58

TF-IDF + LDA 0.51 0.52
TF-IDF + L-LDA 0.78 0.78

The obtained results are shown in Table VI, where different
feature extraction methods are evaluated. It can be seen that
TF-IDF and LDA features do not lead to a good performance
in this task. This suggests that the information contained in
such features is not useful for the task of theme detection.
Nevertheless, the evaluation shows that using L-LDA method
highly improves the performance of the system, reaching a
0.78 in the F-score. In light of these results, it is safe to
assume that such improvement is due to the use of the L-LDA
method. Since the task of theme dection involves, at least to
some extent, topic detection, we hypothesize that the features
extracted by a supervised topic detection method are of use.

C. Social Network activity

As we have commented in the Sect. III-A, we have made a
capture of tweets with the word insomnia from Spain. The aim
of this capture was to form the Spanish Insomnia Users dataset
to be able to determine, through their timeline, a pattern of
activity on a social network such as Twitter of people suffering
from insomnia, and compare it with the activity of a set of
normal users.

The process of selecting a user for the Sleep Group (set of
users with insomnia) is described in the Fig. 3.

Basically, this process consisted of evaluating each of the
tweets captured with the Insomnia Classifier, so that only the
tweets of users who claim to have insomnia would follow

Insomnia 
Classifier 

Tweepy

query= ["insomnio"]

Remedies for insomnia 
(Remedios para el insomnio) 

Another night of insomnia 
(Otra noche de insomnio) 

Twitter

Analize  
Timeline 

Spanish 
Insomnia 

Users

Insomnia: yesInsomnia: no

Timeline 
Twitter

Fig. 3. Process to elaborate the dataset of users.

in the process. After this first filter, we analysed the last
200 tweets of the account associated with each tweet; if in
these 200 tweets there were 2 or more tweets in which the
user mentioned the word ”insomnia”(insomnio) or ”I can’t
sleep”(no puedo dormir), that user became part of the Spanish
Insomnia Users dataset.

As we have already mentioned we want to determine a
pattern of activity of users with insomnia and normal users,
so we also perform a user dataset without insomnia (Normal
Group). To form this group we made a random capture of
tweets from Spain, and hand filtered to have only tweets from
people and thus not have in the study tweets from accounts
from some kind of organisation. We also analysed the timeline
of these users to make sure they didn’t have any insomnia-
related tweets.

The first feature that we focused on was the number of
tweets related to insomnia that each of the Spanish Insomnia
Users had (Fig. 5). We can observe that most of the users have
two relatively recent messages related to insomnia (72%).

After that, we analyse the time associated to all the tweets
of the timeline of each one of the users of the two groups. In
the Fig. 4 we have plotted the percentage of tweets per hour
of average that the users of each of the groups post.

Fig. 4. Activity on Twitter per hour in users with and without insomnia.

It can be seen that users who belong to the Spanish Insomnia
Users dataset have a greater activity throughout the night due



Fig. 5. Distribution of the Spanish Insomnia Users dataset according to
number of Insomnia tweets on their timeline.

to the inability to fall asleep. During the morning, the activity
of these users may decrease due to nighttime fatigue and in
exchange the Normal Group has its highest point of activity
around 10 a.m. In the afternoon, the activity is balanced, until
the evening, when the users with insomnia again show more
activity.

An online service 6 has been developed with the aim of
being able to analyse Twitter messages about insomnia. The
interface of this service is shown in Fig. 6. In addition to the
analysis we have carried out in this study, this system also
allows us to analyse both the sentiments and the emotions
transmitted by users with insomnia through the Senpy [27]
tool.

VI. CONCLUSIONS AND OUTLOOK

This research has been carried out through messages related
to insomnia published on the social network Twitter with
the aim of obtaining information on how this disorder was
represented in the users of this social network. Specifically,
it has been done through Spanish-speaking posts and users
that, as far as we know, is something that has not been done
previously and that, due to the large number of people who
speak this language, in our opinion was very necessary.

In relation to the proposed objectives, we have characterized
the presence of insomnia in the main Spanish-speaking coun-
tries and, specifically in Spain, we have been able to quantify
the presence of insomnia in its community of users in which
we have determined that approximately 1.21% (corresponding
to 54450 users) write at least one tweet per month related
to insomnia. This conclusion determines that insomnia is a
disease that is very present in our society today.

Through the analysis of the posts related to insomnia we
have been able to characterize the way in which users transmit
this disorder, however the conclusions we have been able
to draw are limited by the size of our dataset and by the
number of tweets we have from some of the themes. As we
have mentioned, 61% of tweets only give information that the
user suffers from insomnia, this makes it difficult for us to

6http://dreampy.cluster.gsi.dit.upm.es/

Fig. 6. Dashboard of the monitoring service

determine a characteristic that is common to the context in
which all tweets about insomnia are found.

However, the most worrying thing is that only 9.6% of
the tweets analysed contained information about some kind
of measure or treatment that users perform to try to solve
their problem with insomnia. The conclusion we draw from
this fact is that the majority of users do not give the necessary
importance to insomnia, which supports our idea that studies
and tools are needed to understand and diagnose this disorder
more effectively.

Regarding the users that form the Spanish Insomnia Users
dataset, we have been able to determine that these users
have a significantly higher activity posting tweets during the
night hours regarding the activity of a normal user group. In
addition, this dataset has been captured using the Insomnia
Classifier developed in the project, so seeing the results we
have just commented on the night activity, we can determine
the correct functioning of this classifier when determining
tweets about insomnia.

In addition to this, this paper explores the possibilities of
applying machine learning and NLP techniques to the task
of determining whether a Twitter message has been written

http://dreampy.cluster.gsi.dit.upm.es/


by an user that suffers insomnia or not. In this sense, this
work proposes a feature extraction mechanism that exploits the
similarity measure that can be computed in a word embedding
model. Moreover, this approach can be adapted to a certain
domain by means of tuning word selection processes. This
feature extraction method has been evaluated using the cap-
tured dataset. Obtained results highly indicate that this method
can yield high performance in this task, and that domain
adaptation can further improve these results. This suggest that
the proposed method can be generalized to different domains
or even NLP tasks.

As we have already mentioned, from the analysis of the
tweets on insomnia we have been able to conclude that the
number of tweets that contain relevant information for the
study of this phenomenon is small. Therefore, we consider that
the Insomnia Monitoring System developed is another great
contribution to the research and development of systems for
the analysis of insomnia as it allows the capture and analysis
of only the data that interest us in an automated way.

Our future work focuses on a more detailed study of the
users that form the Spanish Insomnia Users dataset. So far,
we have focused the entire study on posts from users who
already claim to have insomnia. Therefore, our goal will be to
conduct a more detailed study on the timeline of all Spanish
insomnia users. Specifically, we want to study the change of
emotions and feelings that these users have about time and
try to determine patterns that allow us to investigate for the
prediction of users who may suffer insomnia in the future.
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