
The role of hybrid systems in intelligent datamanagement: the case of fuzzy/neural hybrids�Carlos A. Iglesias, Jos�e C. Gonz�alez and Juan R. VelascoDep. Ing. Sistemas Telem�aticos, E.T.S.I. Telecomunicaci�on,Universidad Polit�ecnica de MadridE{28040 Madrid, Spainfcif,jcg,juanrag@gsi.dit.upm.esApril 4, 1996AbstractData Management is per se a hybrid task where the employment of heterogeneousand intelligent techniques is indispensable. In this paper, the case of fuzzy-neuralhybrid systems is studied in some detail. In particular, a general fuzzy-neural modelis proposed, designed, implemented and evaluated for a control application in thesteel industry.1 IntroductionData management involves a set of activities (collection, processing/decision, presentation,etc.) that are heterogeneous by nature. Even at the processing level, completely di�erentdeductive, abductive and inductive approaches can be devised for di�erent purposes.These approaches include traditional mathematical modelling, statistical methods, rule-based expert systems, fuzzy techniques, Bayesian inference networks, neural networks,etc.All these approaches are obviously complementary for data management. This fact isleading to a growing interest in hybrid systems: those involving the cooperation of anynumber of heterogeneous approaches in a single, integrated system.In particular, the cross-fertilisation of ideas, concepts and methods from the �elds offuzzy and connectionist techniques has lead to a great variety of hybrid (in the wide sense)systems. One or another paradigms are used for knowledge representation/acquisition orfor inference purposes with very di�erent levels of integration.�This work is funded in part by the Commission of the European Communities under the ESPRITBasic Research ProjectMIX: Modular Integration of Connectionist and Symbolic Processing in KnowledgeBased Systems, ESPRIT-9119. 1



Standalone Models (M, KN)

Fusion Model (FM)

Cooperative Models (KN)

(Hybrid approach, H)

translational hybrid (H, M)

functional hybrid (H)

integration level

integration mode

loose-coupling

tight-coupling(H, M)

(H, M)

chainprocessing

subprocessing

metaprocessing

coprocessing

Unified approach (H)
(Fully Integrated Models, M)

 (Hybrid Model, KN)

(Integration, FM)
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Funabashi and Maeda distinguish between two architectures: Combination and As-sociation depending on the grade of autonomy of the intelligent systems. The formercombines intelligent systems to perform a task, the latter requires a distributed ar-chitecture where each element works autonomously and cooperatively.� Fusion: there is only one connectionist system with fusion of intelligent techniques.Existing hybrid systems have been also classi�ed in [4] according to the control 
owamong their fuzzy and connectionist components. This is the dimension used as referencealong the hybrid models studied in the MIX project. Along this dimension, we can �ndchain/sub/meta/co-processing systems.� Chain-processing: the two models operate in sequence, interaction being limited toa single transfer of control and information from one to the other.� Sub-processing: one of the two subsystems is embedded and subordinated to theother.� Meta-processing: one of the two subsystems is the base-level problem solver and theother plays a meta-level role.� Co-processing: the symbolic and connectionist systems are equal partners in theprocess involved.According to the characteristics incorporated from both approaches in a single system,seven categories have been reviewed by Magdalena in [13]:� Connectionist systems with fuzziness� Symbolic systems with analytical learning� Logic connectionist systems� Connectionist inference systems� Rule-like connectionist systems� Connectionist systems with symbolic acquisition of knowledge� Connectionist systems with symbolic description of knowledgeMost of the work in the �eld of fuzzy/neural hybridization is application-oriented. Inparticular, the �nal goal of the systems described in the literature can be classi�ed asclustering, classi�cation, modelling, control and inference [13].
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3 A fuzzy-neural hybrid modelIn the framework of the MIX project, a particular model for fuzzy/neural hybrid systemshas been studied and implemented. For the selection of this model, the following criteriahave been kept in mind:� On one hand, the model had to able of representing a signi�cant proportion of thework carried out until now in the �eld. In this sense the model has to serve as away to clarify the relations among the current approaches, systems or applications.� On the other hand, the model had to address challenging classes of problems. Fol-lowing this criterion, conceptually simple problems should be neglected.� The MIX approach to hybrid systems can be considered a new approach becauseof the use of intelligent agents for integrating di�erent intelligent technologies, asremarked by Medsker [14, page 238]. This approach corresponds to the AssociationModel cited by Funabashi and Maeda [1]. This is the main reason because anAssociation/Cooperative Model is proposed.� Regarding applications, the model had to be preferably apt for the development ofthe applications that serve as a testbed for the MIX project.� Finally, the model had to help in making evident the bene�ts and relative strengthsthat it might encompass. In this sense, the model should serve as a way to orientfuture research and development in the �eld.We can imagine at least three groups or reasons for developing a fuzzy-neural hybridmodel for any application (starting from a purely symbolic fuzzy implementation or froma pure connectionist system):� Improving system behaviour. In this case, we try to bene�t of the synergy of theinvolved paradigms to augment system accuracy. The error rate is so reduced viacooperation among di�erent agents.� Improving system performance. In this case, synergistic paradigms are combined toimprove, not the error rate, but the overall performance of the system in terms oftime.� Improving system comprehensibility. Here, the purpose of hybridization is makingsystem knowledge more explicit.The main application of the fuzzy/neural hybrid model proposed here is the �rst one:improving system behaviour.The architecture for the model considered in this document is very general, comprisingmany di�erent hybrid systems. One particular instance of this model, the fuzzy-neuralcooperative learning model, is described and evaluated in the following. The main goal ofthis model is obtaining an improved behaviour of the system by using the learning capa-bilities of both, connectionist and fuzzy systems. In particular, we consider a prototypewhere (�gure 2): 4
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Figure 3: Intelligent standalone model� the complete problem space is partitioned into a set of regions, each one with itsown associated fuzzy knowledge base. The identi�cation of regions is carried outby neural nets and by fuzzy clustering algorithms. Fuzzy rules are acquired induc-tively (in each region of the problem space) by neural nets and by fuzzy techniques,integrated in a hybrid system. Knowledge extraction could be done, in principle, inon-line or o�-line mode. Only the o�-line mode has been implemented.� fuzzy sets are extracted inductively by neural nets and by fuzzy clustering algo-rithms, both methods being integrated in a hybrid system. Fuzzy sets extractioncould be done, in principle, in on-line or o�-line mode. Only the o�-line mode hasbeen implemented.The hybrid systems that deal with fuzzy sets and fuzzy knowledge bases are, in theirturn, built from an association/cooperative model: the so-called intelligent stand-alonemodel. The agents de�ned for this fuzzy-neural model will be reused for other multi-hybridmodels (FL + CBR + MBR) in the di�erent applications of the project.The intelligent stand-alone model (�gure 3) is a compound of an agent manager and aset of learning agents which are included into a public group. The manager selects the bestsystem or knowledge base that has been learnt. It can also select the di�erent regionson which the learning agents should work. Depending on the results obtained by thedi�erent learning agents, the manager can learn which agents work better under certaincircumstances. So, this manager performs meta-processing for determining the regions(macro-states) on which the learning agents will work. The fuzzy-neural cooperativemodel consists of two instances of this basic intelligent stand-alone model, and a protocol isde�ned for communication between the managers of the di�erent aspects to be optimized.Table 1 shows a comparison among the di�erent Fuzzy-Neural hybrid models in theliterature in relation with the implementation of the tasks carried out by a generic fuzzysystem. This generic fuzzy system has been analized using the CommonKADS method-ology in [8] (�gure 4). The last line in the table corresponds to the model implemented6
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Hybrid model FZ/NN Integration T1.1 T1.2 T2.1 T2.2 T2.3 T3.1 T3.2 T4Uni�ed C C C C C C C -/SStand-alone C&S C&S C&S C&S C&S C/- C/- -/SCombination Connectionist ES S S/C C C C C C -/S(translational) CS symb. acq. S S C C C C C -/SCS symb. desc. C C C C C C C SConnect. infer sys. S S C C C C C -/SCombination online FS tuning S C S S S - C -/S(functional) o�ine FS tuning S C S S S - - -/Sonline rules extr. C S S S S C - -/So�ine rules extr. C S S S S - - -/SFusion Logic CS S/C S/C C C C C C -/SAssociation Int. stand-alone S&C S&C S&C S&C S&C S&C S&C S&CTable 1: Relationship taxonomies/task analysis� Ease of use: The overload imposed on researchers to integrate particular pre-existingcomponents in this framework and to organize the interaction of these componentsshould be reduced to a minimum. In any case, such overload should be fully justi�edin terms of the inherent bene�ts of this approach.� Openness: Facilities have to be foreseen for the inter-operation of these componentswith other distributed frameworks currently under development by companies andresearch institutions.These considerations lead the authors to propose a multi-agent architecture as an ad-equate technology for building a common platform for the MIX project (MIX: ModularIntegration of Connectionist and Symbolic Processing in Knowledge-Based Systems, Eu-ropean Information Technology Programme, project ESPRIT-9119). An overview of theproject objectives and methodology can be found in [5], and a complete description of theMIX architecture in [6]. The use of the architecture for symbolic-connectionist integrationis illustrated in [3].Multi-agent architectures belong to the broader �eld of Distributed Arti�cial Intelli-gence. To summarize, we call agents autonomous entities capable of carrying out speci�ctasks by themselves or through cooperation with other agents. Multi-agent systems o�er adecentralized model of control, use the mechanisms of message-passing for communicationpurposes and are usually implemented from an object-oriented perspective.4.2 Implementation of the prototypeThe neural model used in the implementation (a Kohonen's self-organizing map [12]) isdescribed in the common pre-document of deliverables D2, D3 and D4. The Kohonen8



map generates as many codebook vectors as detected regions. For every codebook vectora fuzzy rule is extracted.The fuzzy engine used has been FuzzyCLIPS 6.02A [11] with standard max-min algo-rithm for fuzzy inference and COG algorithm for defuzzi�cation.For rule extraction C4.5 algorithm has been used [18]. Although C4.5 is classi�cationlearning algorithm, it can be easily adapted to be a prediction algorithm by classifyingin appropriate classes. Input data should be pre-processed to assign the accurate fuzzylabel to every variable.Fuzzy ISODATA algorithm has been selected to determine appropriate fuzzy setsand space regions [2]. This iterative algorithm classi�es data according to their distanceto a characteristic point of the cluster called centroid. The algorithm is based on theminimization of the cluster volume and maximization of its density.FuzzyCLIPS 1 [FuzzyCLIPS] is an extended version of the CLIPS rule-based shell 2.In addition to the CLIPS functionality, FuzzyCLIPS can deal with exact, fuzzy (inexact)and combined reasoning allowing fuzzy and normal terms to be freely mixed in the rulesand facts of an expert system. The system uses two basic inexact concepts fuzziness anduncertainty.In the current implementation we have used max-min as compositional rule of inferenceand COG (Centre of gravity algorithm) for defuzzi�cation. For fuzzi�cation, the crispvalue is fuzzi�ed as a triangular shape centred on the crisp value with zero possibility atvalue+delta and value-delta, with delta 0.001.Trapezoidal fuzzy sets have been de�ned by means of a singleton representation. Thede�nition of the fuzzy sets has been performed using fuzzy clustering and the extractionof fuzzy rules has been performed using C4.5 with pre-processed inputs and outputs asdescribed in [7].The Stuttgart Neural Nets Simulator (SNNS v3.0, v4.0 and v4.1) [21] was used forthe implementation of pure connectionist systems.5 Prototype evaluationThe MIX platform is currently being used to test di�erent hybrid models for three di�erentapplications. The �rst one is the optimization of a motor/gear-box combination for aturbo-charged engine. The second one consists of the control of a roll-mill in a steel makingcompany [9, 17]. The last application pertains to the medical domain: a monitoringsystem for an intensive care unit.In the following, the developed cooperative fuzzy/neural prototype is evaluated on theroll-mill application. In this industrial process, the output of the intelligent system isthe suggested rolling force to optimize the steel band production. Twelve parameters areused as the input of the force predictor: three discrete and nine continuous.A data �le with 11054 vectors (each vector with twelve inputs and the best output forthem) has been used to train the system. 8866 vectors (around 80% data) were the train1Copyright 1994 National Research Council Canada2CLIPS was developed by the Arti�cial Intelligence Section, Lyndon B. Johnson Space Center, NASAand is available from COSMIC, The University of Georgia, 382 Broad Street, Athens, GA 30602, USA.9



set, and the rest (2188), the test set. The value to optimize is the relative error. Theexperiments performed are shown in the following sections.5.1 Pure Connectionist System with Unclassi�ed DataA simple neural net was trained with the complete training set. For this purpose, afully connected feed-forward Multi-Layer Perceptron with four layers (12*12*6*1) wasused. Learning was achieved by using the back propagation algorithm (1000 epochs anda learning rate of 0.2). The average error resulting from this experiment was 12.1%.5.2 Pure Connectionist System with ClustersThree of the 12 input values, N PASS, LUBRICATION and ROLL FINISH, are discrete,the �rst two having 3, and the last one having 21 di�erent values. So, it was consideredprobable that these values had a signi�cant meaning for the process. To �nd out aboutthis learning and test data sets were divided into six classes with di�erent combinationsof the two �rst discrete variables (there was no sample with N PASS=0.5). Then, a netwith the same architecture was trained for each of these sets and the nets were tested withthe test sets of the corresponding class. The average error obtained was 12.3% (slightlyhigher).By examining the data graphically, it was seen that two of the input variables, WIDTHand THICKNESS, showed a higher correlation with the output variable than the rest. So,these two were selected as the basis for clustering. By using fuzzy ISODATA algorithm,the bi-dimensional problem space was divided into 7 classes. The fuzzy sets describingthese 7 classes were translated into crisp-linear regions.A net with the same architecture as before was trained for each of these classes andtested with the test data of the class. Results are shown in table 2 (column 4). The tableshows that only the results for class 6 were better than with the initial network (column3), but the average for these classes was worse.5.3 Fuzzy sets extraction with fuzzy clusteringThe ISODATA fuzzy clustering algorithm has been selected to de�ne fuzzy sets for everycontinuous variable of the system. This iterative algorithm classi�es data according totheir distance to a characteristic point of the cluster called centroid. Centroids has beenselected as the most representative peaks of the data histogram. The algorithm is basedon the minimization of the sets volume and maximization of density [20, 2]. For instance,some of the fuzzy sets obtained by the algorithm are shown in �gure 5.5.4 Rule extraction with connectionist methodsSeveral attempts have been carried out with connectionist systems for rule extraction.Firstly, a public domain software was evaluated: NEFCLASS [16]. Although the toolworked properly with some standard data sets (e.g., the well known iris problem), it wasunable of dealing with the roll-mill problem (due to implementation limitations).10
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IF V ar2 2 V eryHigh ANDV ar3 2 V eryLow ANDV ar5 = 0:00 ANDV ar12 2 NormalHigh ) V ar13 2 V eryHighIF V ar2 2 NormalLow ANDV ar6 2 Normal ANDV ar8 2 V eryLow ANDV ar11 2 High ) V ar13 2 LowFigure 6: Some rules from the knowledge basesData Neural Nets Fuzzy K-Bs BestSpec. Gen. S-25% S-50% G-25% G-50%C1 14.1 13.8 9.48 10.19 8.60 8.43 8.43C2 14.6 14.1 13.43 5.90 5.82 5.12 5.12C3 12.1 11.1 5.93 8.41 8.25 7.03 5.93C4 14.7 13.2 7.31 12.67 9.79 6.50 6.50C5 11.1 10.8 7.49 5.47 5.86 5.81 5.81C6 8.7 9.6 9.93 11.36 13.32 10.35 8.70C7 11.1 10.0 13.64 13.10 11.48 7.03 7.03Global 12.77 12.16 9.29 8.94 8.38 6.92 6.49Table 2: Analysis of the results� More extensive work is needed in the neural part for extracting fuzzy sets and rules.� Fusion models need to be validated and integrated in our model.6 ConclusionsIt is still early to o�er de�nite results of this work, still under development. However, someinitial contributions and conclusions deserve mention here. Concerning hybrid systems,the main contributions are:� A general purpose distributed architecture for the development of heterogeneous sys-tems has been designed, leading to the implementation of a public domain softwareplatform.� The CommonKADS methodology has been adopted for developing hybrid systems.The methodology has been previously adapted for the development of multi-agentsystems. 12
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