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Resumen

Internet ha cambiado por completo el orden de la sociedad, la manera de trabajar, de

aprender y, de forma radical, la manera de comunicarnos. Y a pesar de las innumerables

ventajas que esto aporta, este trabajo va a centrarse en una de las principales desventajas

que acarrea como consecuencia de la impunidad y el anonimato de esta nueva forma de

comunicación.

Según el estudio Global Youth Online Behavior Survey desarrollado por Microsoft, ya

en 2012, uno de cada tres jóvenes españoles sufŕıan ciberacoso [37] y, en 2016, España se

convirtió en uno de los páıses donde más ciberacoso sufŕıan los menores, en especial los

adolescentes de 13 años, según un informe de la Organización Mundial de la Salud (OMS),

que alerta del riesgo de depresión y suicidio como consecuencia del llamado “Cyberbulling”,

siendo este definido como el uso de medios de comunicación digitales para acosar a una

persona o grupo de personas, mediante ataques personales, divulgación de información

confidencial o falsa entre otros medios [20].

El ciberacoso es uno de los problemas a destacar en las nuevas generaciones, siendo tal su

importancia, que durante el mes de junio de 2017, el Instituto Nacional de Ciberseguridad

(INCIBE) puso en marcha una ĺınea directa de ayuda telefónica, gratuita y confidencial,

destinada a resolver problemas sobre el uso de Internet. El objetivo de este proyecto es

ayudar a acabar con este problema social de una manera rápida, automática y eficiente, sin

la necesidad de esperar que un niño cometa el acto de valent́ıa de denunciar a sus acosadores.

En este proyecto se analizará este tipo de comportamiento y lenguaje empleado,

centrándose en lenguaje ofensivo, hostil o agresivo que se pueda caracterizar como cib-

eracoso y la fuente de información escogida es Twitter. El estudio se centrará además en

el análisis del ciberacoso de carácter sexual, ya que según la organización Internet Safety

101 [1], 1 de cada 7 niños recibe una invitación sexual a través de internet. Este análisis

se basa en el tipo de lenguaje, estructuras gramaticales y palabras o insultos utilizados

por ciberacosadores en las redes sociales. La principal tarea es el desarrollo de un sistema

clasificador que permita predecir si un mensaje de Twitter es ofensivo u hostil, posee con-

notaciones sexuales o encaja dentro del perfil de un posible depredador sexual y puede
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ser clasificado como ciberacoso. Para ello, se ha escogido el lenguaje de programación

Python usando herramientas de aprendizaje automático como Scikit-learn con técnicas de

Lenguaje Automático Supervisado y herramientas de Procesado de Lenguaje Natural (en

inglés Natural Language Process (NLP)). Para la prueba y evaluación de este proyecto se

utilizarán distintos modelos y algoritmos, analizando posteriormente sus resultados para

escoger aquel con mayor precisión. Como fuente de datos se ha escogido un conjunto de

Tweets organizados por usuarios en inglés, aśı como datos sacados de Chatcoder [16] y

el conjunto de datos dados en la competición PAN12 [32]. Finalmente la implementación

del sistema como un servicio se llevará a cabo mediante la creación de un plugin en la

plataforma Senpy que nos permite dicha implementación.

Palabras clave: Aprendizaje Automático, Python, Twitter, Senpy, Predador Sexual,

Ciberacoso.



Abstract

Internet has completely changed our society, the way we work, the way we learn and, in a

radical way, the way we communicate. Today we live in a world in which face to face con-

versations have been replaced by 140 character statements. And despite the great benefits

all these changes implies, this project is going to focus in one of the main disadvantages

isolating us due to the impunity and anonymity that comes with this new way of commu-

nication.

According to the Global Youth Online Behavior Survey developed by Microsoft in 2012,

already one of every three young Spaniards were suffering cyberbullying [37] and, in 2016,

Spain became one of the top countries where children were suffering cyberbullying, especially

13 year olds according to a report from the World Health Organization (WHO), that alerts

of the great risk of depression and suicide as a consequence of “Cyberbullying”, being defined

as the use of electronic communication to bully a person or group of people, typically by

sending messages of an intimidating or threatening nature or disclosure of confidential or

fake information [20].

For all of his, cyberbullying is nowadays one of the main problems among new gener-

ations, to the point of, in June, 2017, the Instituto Nacional de Ciberseguridad (INCIBE)

initiated a direct help-line destined to solve problems regarding the use of internet. This

free and confidential service is destined to children and teenagers worried by any aspect

regarding internet. The goal of this project is to end with this social problem in a quick,

automatic and efficient way, without needing to wait for a child to commit the act of valor

of reporting their stalker or bully.

This kind of behavior will be studied in this project focusing in offensive, aggressive or

hostile language that could be characterized as Cyberbullying and the source of information

chosen is Twitter. This study will mainly focus on the detailed analysis of sexual predatory

behaviors, since as Internet Safety 101 organization says, one out of every seven children

receives a sexual invitation throughout Internet [1]. This analysis is based on words or

insults and grammatical structures used by cyber-bullies in social networks. The main idea

is to develop a classification system that is able to predict whether a Tweet is offensive
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or hostile, contains sexual connotations or fits within a sexual predator’s profile, and can

be classified as cyberbullying. To accomplish this, the programming language chosen is

Python, using automatic-learning tools such as Scikit-learn with supervised machine learn-

ing techniques Natural Language Process (NLP) tools. To test and evaluate this project

different models will be used, analyzing later their results to choose the more accurate one.

A data set of tweets in English has been chosen as the source of data as well as data from

de Chatcoder [16] and the dataset given in PAN12 competition [32]. Finally the system’s

implementation as a service will be done by creating a plugin in the platform Senpy, which

allows us this implementation.

Keywords: Machine Learning, Python, Twitter, Senpy, Sexual Predator, Cyberbully-

ing
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CHAPTER1
Introduction

1.1 Context

As Statista adequately points out “One of the defining phenomena of the present times

reshaping the world as we know it, is the worldwide accessibility to the internet. The

lovechild of the World Wide Web is social media, which comes in many forms, including

blogs, forums, business networks, photo-sharing platforms, social gaming, microblogs, chat

apps, and last but not least, social networks. The power of social networking is such that,

the number of worldwide users is expected to reach some 2.95 billion by 2020, around a third

of Earth’s entire population” [45]. One of the social networks with more users is Twitter,

all of these users uploading 140 characters tweets generates a huge amount of data that can

be analyzed to many different purposes.

In this project we will use all this data to try to find tweets containing any sexual content

or predatory activity. As we have seen previously, the most cyber-bullied are teenagers, and

according to a study done by Statista as of the third quarter of 2014, 30% of Twitter users

are under 25 years old, which made it the fourth most used social media among this public

just behind Youtube, Instagram and Tumblr [44] which makes it one of the perfect social

networks to find this kind of content.
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CHAPTER 1. INTRODUCTION

This is an interesting task because this is usually done manually or using not very

accurate techniques and it can save a lot of people a lot of time and resources and it only

depends on the data you receive, so eventually it could be implemented on many different

social networks, blog sites, on-line chats, etc.

To accomplish this task, this project is firstly going to analyze a set of conversations

gathered at PAN12 and Chatcoder and then we will analyze a set of data previously tagged

as containing cyberbullying, or sexual content, their keywords and sentences and learn in

order to predict cyberbullying in new untagged data.

1.2 Project goals

The amount of data available in Twitter is huge and, for this, it sometimes is very difficult to

process all of it in order to obtain valuable data and many cyber-predators pass unnoticed.

This project’s goal is to show the benefits of Machine Learning in processing big amounts

of data and NLP to identify and separate valuable from useless information, detecting

cyber-predators.

More precisely the goal is to see if it is possible to create an accurate enough system to

detect cyberbullying, focused on sexual predators, using machine learning and NLP tools.

Another goal would be to see if it would be possible and/or useful to implement it on

Twitter.

And to finalize another project’s goal would be to implement a Senpy plugin so we can

operate it as a service which allows us to use it interchangeably.

1.3 Task Methodology

This document can be branched into six main tasks that need to be accomplished for a

correct development of the project:

• Correct election of a useful dataset.

• Correct selection, organization and preprocessing of the data provided in the datasets

so it can be correctly handled.

• Implementation of a cyberbullying detecting system, targeted on sexual harassers,

following the next steps:

2
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1. Creation of a balanced training and a testing dataset from the original one in

order to train and test the classifier.

2. Selection, definition and extraction of the different features to be analyzed by

the classifier.

3. Testing the classifier using various algorithms to use the one with higher accuracy.

4. Testing the classifier using various datasets to ensure it works fine.

5. Electing the algorithm with best results, or that best fits our solution.

• Trying out the classifier with different datasets to improve its performance and effi-

ciency.

• Development of a Senpy plugin where our system will be deployed so we can use it as

a real application making real-time predictions.

1.4 Structure of this document

In this section we provide a brief overview of the chapters included in this document. The

structure would be the following:

Chapter 1 explains the context and motivations of why this project is developed. Fur-

thermore, it describes the main goals of this project.

Chapter 2 describes the main technologies on which this project relies and uses. Specifi-

cally Machine Learning and some Python libraries such us Scikit-Learn, Pandas or Natural

Language Toolkit (NLTK) and it will also include a glimpse into Senpy.

Chapter 3 includes a case study, or description of our dataset and analyzes previous re-

lated work developed on the subject.

Chapter 4 illustrates the architecture of this project, including the design and implemen-

tation phase. It provides a general description of the classifier construction and evaluation

according to the metrics later defined.

Chapter 5 presents the Senpy plugin developed for this project.

Chapter 6 discusses the conclusions drawn from this project, achieved goals, problems

faced and suggestions for a future work.

3





CHAPTER2
Enabling Technologies

2.1 Introduction

In this chapter, we are going to give an insight into the techniques and technologies used in

this project.

This project is based on the Artificial Intelligence (AI) specialty of Machine Learning

(ML) [39]. Without being hard coded, it gives the machine the power to learn. It begins

with sample input. With this, ML creates model algorithms. These algorithms can learn

from data, and then make predictions on similar data. This way, ML can make decisions

or predictions, rather than follow program instructions strictly. In other words, ML tries

to put the human process of making decisions into code.

There are three things which must be fulfilled to use Machine Learning for making a

decision for a problem. First, there must be a pattern in the input data for the algorithm

to understand and form an opinion about. Second, there must be a large amount of input

data. Third, because a human cannot create a mathematical formula which describes and

classifies a problem, Machine Learning is used for two things: to “understand” the data,

and to “learn” in a structured way to get to a mathematical approximation that describes

the way a problem behaves. Without these three conditions, it would not be correct to
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CHAPTER 2. ENABLING TECHNOLOGIES

attempt to use Machine Learning.

Figure 2.1: Machine Learning Stages [8]

As shown in Figure 2.1 there are three components in Machine Learning [24]. The first

part is the input data. The last component is the output data. The middle component,

the Machine Learning algorithm, is the key part. This part can be one of three types:

Reinforcement Learning, Unsupervised Learning, and Supervised Learning. [8]

2.1.1 Reinforcement Learning

Reinforcement learning permits machines and software agents to automatically decide the

best behavior within a specific context, to maximize its performance. Simple reward feed-

back is required for the agent to learn from its behavior; this is known as the reinforcement

signal. “Reinforcement Learning is concerned with how an agent ought to take actions in

an environment so as to maximize some notion of long-term reward [...] Reinforcement

learning differs from standard supervised learning in that correct input/output pairs are

never presented, nor sub-optimal actions explicitly corrected” [13].

Reinforcement Learning algorithms attempt to find a policy that maps states of the

world to the actions the agent ought to take in those states. Reinforcement Learning is used

where the data is not labeled or grouped by a property, but there is some type of feedback

available for the predictive steps or actions. This is the AI we usually see in movies such as

the famous HAL900 in 2001: A Space Odyssey (Figure 2.2a). To my generation the most

well-known example of this type of Machine Learning could be Syndrome’s Omnidroid 01

through Omnidroid 10 in Disney’s movie The Incredibles (Figure 2.2b).
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(a) HAL900 [12] (b) Omnidroid v10 [21]

Figure 2.2: AI in movies

2.1.2 Unsupervised Learning

Unsupervised learning is useful in cases where the data is not labeled or grouped by a

property, and the algorithm must deduce or imply a relationship as explained in Figure 2.3.

Unsupervised Learning can be a goal: for example, when it must discover a hidden pattern

in data. Or it can be used to discover the representations needed to detect features or

classifications from input data: then Unsupervised Learning is a means to an end [39].

Figure 2.3: Unsupervised Machine Learning [19]
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2.1.3 Supervised Learning

Supervised learning is used for cases where a label or property is available for the set of

data that is going to be used for “training” the algorithm (Figure 2.4) [39, 19].

Figure 2.4: Supervised Machine Learning [19]

For Supervised Learning, algorithms can be of various types. Here we see some of the

most popular ones and used in our project:

• Decision Tree: Decision Tree algorithms permit approaching the problem in a sys-

tematic and structured manner and arrive at a logical conclusion because the de-

cisions have Yes/No responses. We see an example for “The Iris Dataset” [40] in

Scikit-Learn [34] in Figure 2.5.

• Ordinary Least Squares Regression: Ordinary Least Squares Regression employs

the least squares linear regression method to perform linear regression. “Linear”

because the data is fitted to the linear regression model, and “least squares” because

the data is being minimized over this kind of error measurement [26], as shown in

Figure 2.6.

• Logistic Regression: Logistic Regression measures the relationship between a vari-

able dependent on a category and one or more independent variables. This one is

usually used for credit scoring, and predicting the probability of earthquakes on par-

8



2.1. INTRODUCTION

Figure 2.5: Decission Tree for Pythons Iris dataset

Figure 2.6: Least Square Regression [26]

ticular days [26] (Figure 2.7).

• Support Vector Machines (SVM): SVM is a binary classification algorithm. It

works with a set of points of 2 types, and it separates them into 2 groups. It was used

to solve display advertising and gender recognition based on images [26] (Figure 2.8).

• Näıve Bayes Classification: It is usually used to classify e-mail as spam or non-

spam, news articles into sports/technology/politics/etc., and to check texts for ex-

pressing emotions as positive or negative emotions. The formula for this is based on
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Figure 2.7: Logistic Regression [26]

Figure 2.8: Support Vector Machines [26]

Bayes’ Theorem. It makes groups of simple classified probabilities based on applying

the theorem with very non-sophisticated (“näıve”) independent suppositions between

the labels or properties [26]. The equation’s values are shown in Equation 2.1.

P(A—B) = posterior probability

P(B—A) = chance

P(A) = class prior probability

P(B) = predictor prior probability.

P (A|B) =
P (B|A) · P (A)

P (B)
(2.1)

2.2 Scikit-Learn

The SciPy Stack is a small core of open source software packages (listed below), named The

SciPy Ecosystem, for computing in Python [42].
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Extensions, or modules, for SciPy are named SciKits. The module that provides learning

algorithms is named Scikit-learn [34].

Scikit-learn provides a variety of unsupervised and supervised learning algorithms through

a consistent interface in Python. It is an open-source library for data analysis and data

mining [6].

SciPy Stack’s small core of packages are the following:

• Python: a general-purpose programming language, very good for interactive work

and quick prototyping, and yet powerful enough to write code for large applications.

• NumPy: the fundamental package for numerical computation. It defines the numer-

ical array and matrix types, and does basic operations on them.

• The SciPy Library: a group of numerical algorithms and toolboxes which are

specific to a domain. It includes, among many others, signal processing, optimization,

and statistics.

• Matplotlib: a popular and mature plotting package which generates 2D plotting with

the quality for publications, and simple quality 3D plotting.

Based on these packages, the SciPy Ecosystem has some general, and some specialized,

tools for managing data and computation, for productive experimentation, and for high-

performance computing. Although there are many more, here are some key packages used

in this project from the SciPy Ecosystem [42].

• Data and computation packages:

– Pandas: provides high-performance data structures which are easy to use.

– SciKit-Learn: a collection of algorithms and tools for machine learning.

• Productivity and high-performance computing packages:

– The Jupyter Notebok: provides iPython functionality and other items on a

web browser, for easy documentation of computations in a easily reproducible

form.

Scikit-learn has a uniform interface for all the estimators, some methods are only available

if the estimator is supervised or unsupervised, while others are available for both types of

estimators [19]:

11
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• Available in all estimators:

– model.fit(): fit training data. For supervised learning applications, this accepts

two arguments: the data X and the labels y (e.g. model.fit(X, y)). For unsuper-

vised learning applications, this accepts only a single argument, the data X (e.g.

model.fit(X)).

• Available in supervised estimators:

– model.transform(): given a trained model, predict the label of a new set of

data. This method accepts one argument, the new data X new (e.g. model.predict(X new)),

and returns the learned label for each object in the array.

– model.predict proba(): For classification problems, some estimators also pro-

vide this method, which returns the probability that a new observation has each

categorical label. In this case, the label with the highest probability is returned

by model.predict().

• Available in unsupervised estimators:

– model.transform(): given an unsupervised model, transform new data into

the new basis. This also accepts one argument X new, and returns the new

representation of the data based on the unsupervised model.

– model.fit transform(): some estimators implement this method, which per-

forms a fit and a transform on the same input data.

2.3 Pandas

Pandas [33] is a Python library that provides easy-to-use data structures and data analysis

tools. Pandas is built on top of NumPy so it is usually necessary to import both, but since

it is in Python we don’t have the need to move to a more specific analytic language such

as R.

The main advantage of Pandas is that provides extensive facilities for grouping, merging

and querying pandas data structures, and also includes facilities for time series analysis, as

well as i/o and visualization facilities.

Pandas’ two main data structures are:

• Series: is a one dimensional labelled object, capable of holding any data type (inte-

gers, strings, floating point numbers, Python objects, etc.).. It is similar to an array,
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a list, a dictionary or a column in a table. Every value in a Series object has an index.

• Data Frames: is a two dimensional labelled object with columns of potentially

different types. It is similar to a database table, or a spreadsheet. It can be seen as a

dictionary of Series that share the same index.

In this project, Pandas has been used for various purposes such as:

• Read Coma Separated Value (CSV) files after being converted from XML using

Python.

• Analyzing the acquired Data Frame.

• Preprocessing the data, handling missing data, outliers, etc.

• Viewing data and results.

2.4 NLP and TextBlob

Natural Language Process (NLP) is the specialty of the crossing of AI, with computer

science, and with linguistics. Its objective is to make the principal structure of language

accessible for analysis and manipulation with computer programs.

TextBlob [29] is a library for Python for processing textual data. NLP tasks are taken

up by TextBlob, which gives a consistent API. TextBlob does NLP tasks like part-of-speech

tagging, extraction of noun phrases, analysis of sentiments, etc. TextBlob is based on NLTK

and pattern libraries. NLTK provides easy-to-use interfaces to corpora and lexical resources,

along with a suite of text processing libraries for classification, tokenization, stemming,

tagging, parsing, semantic reasoning, and wrappers for industrial-strength NLP libraries.

The ”pattern” module contains a fast part-of-speech tagger (identifies nouns, adjectives,

verbs, etc. in a sentence), sentiment analysis, tools for verb conjugation, classification

(Naive Bayes, Decision Tree), and a WordNet integration.

2.5 Twitter API

Twitter’s developer platform offers several tools and Application Programming Interfaces

(APIs). The Twitter API provides programmatic access to read and write Twitter data. It

is based on a Representational State Transfer (REST) architecture allowing the system to
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access and manipulate textual representations of Twitter web resources using a predefined

set of stateless operations [46]. The Twitter API has several methods, which return a

timeline of a user’s tweet data.

In this project we have registered as a developer in Twitter in order to get the necessary

credentials and the API has been used to collect tweets for our second dataset as we will

see in Section 4.7, as well as for our Senpy’s plugin in Chapter 5. Since we only found

tweets’ ids and authors’ ids from Twitter containing cyberbullying and/or sexual predatory

content. We used Twitter’s API to assemble all those tweets to be later analyzed.

2.6 Senpy

Senpy is a framework for sentiment and emotion analysis services developed at GSI ETSIT

UPM [18]. Senpy lets you analyze sentiment and emotions from a text input through a web

interface, Senpy also accepts request using its simple API. Services built with Senpy are

interchangeable and easy to use because they share a common API [47].

The framework consists of two main modules: Senpy core, which is the building block

of the service, and Senpy plugins, which consist of the analysis algorithm. The Figure 2.9

depicts a simplified version of the processes involved in an analysis with the Senpy frame-

work [47].

Despite our project not being related to sentiment analysis we used two Senpy’s plugins

as we will explain in subsection 4.3.4 to get our author’s age and gender.

Lastly we used Senpy for the development of a plugin where we can deploy our system

as a service with a web user interface. This way we can test and share our system easily.

Figure 2.9: Senpy’s Architecture [47]
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CHAPTER3
Case Study and Related Work

3.1 Introduction

In this chapter, we will start off by giving an introduction about the chosen dataset. Sec-

ondly, we will analyze related works that have been published (Mostly in PAN 2012 com-

petition [32])

3.2 Case Study

For our case study we decided to use the data provided at PAN 2012 competition. As the

organization describes it on the web page “PAN fosters digital text forensics research by

organizing shared task evaluations. Shared tasks are computer science events that invite

researchers and practitioners to work on a specific problem of interest, the task 1”.

On 2012 PAN selected as a task to identify sexual predators using Machine Learning

techniques [32]. The PAN 2012 Sexual Predator Identification competition was comprised

of two subtasks: the first is identification of user ids (anonymized) that are “owned” by

1http://pan.webis.de/index.html
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Internet sexual predators; the second was identifying sexually explicit or predatory lines

inside that users posts.

To define the term “sexual predator” for the competition they referred to the definition

given in the New Oxford American Dictionary which is defined as “a person or group that

ruthlessly exploits others” and to the interpretation and notation given in Wikipedia that

the term “is used pejoratively to describe a person seen as obtaining or trying to obtain

sexual contact with another person in a metaphorically ‘predatory’ manner”.

We will describe in more depth the data provided by PAN12 in section 4.2. It basically

consisted of an Extensible Markup Language (XML) file with conversations between chatters

and it provided information about the conversations’ and authors’ ID as well as the time

and text of the messages sent by each author.

Later on, after having our results from the PAN12 dataset, we wanted to try our model

with new data coming from Twitter. We collected a set of tweets used by Abhijeet Kasture

in the thesis submitted to Auckland University of Technology for the fulfillment of the

requirements for the degree of Master of Computer and Information Science (MCIS) [23],

in order to have a more accurate prediction in our Senpy’s Plugin. This dataset consist of

385 Tweets, labeled by Abhijeet as cyberbullying tweets. Afterwards we will talk about its

results in Section 4.7.

3.3 Related Work

There has not been many previous useful work on detecting cyberbullying, and what it

exists is the work done at PAN 2012.

We are going to talk about the different approaches on solving these problems as well

as some of the 2012 PAN solutions. CAW 2.0: Previous to PAN 2012, a misbehavior

detection task was offered by the organizers of CAW 2.0, but only one submission was

received. Yin, et. al determined that “the baseline text mining system (using a bag-of-words

approach) was significantly improved by including sentiment and contextual features. Even

with the combined model, a support vector machine learner could only produce a recall

level of 61.9%” [50].

Chatcoder: Kelly Reynolds, April Kontostathis and Lynne Edwards [38] created Chat-

coder, a tool used to detect cyber abuse in an online chat rooms. In a study they did in

2011 they used a dataset of questions asked in Formspring.me, previously labeled as having

or not cyberbullying content by three Amazon workers and divided into two sets, one for
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testing and one for training. All posts contained the following information:

1. Does this post contain cyberbullying (Yes or No)?

2. On a scale of 1 (mild) to 10 (severe) how bad is the cyberbullying in this post (0 for

no cyberbullying)?

3. What words or phrases in the post(s) are indicative of the cyberbullying?

4. Any additional information the worker would like to share about this post.

At least two of the three workers had to agree in order for a post to receive a final class

label of “Yes” or “No” in their training and testing sets. They downloaded a set of “bad

words” and gave them a severity level and trained their models to get the total number of

bad words on a post and their total severity, calculated as the sum of all the bad word’s

severities in a post.

They used the following algorithms to train the model:

• J48: The J48 option uses the C4.5 algorithm to create a decision tree model [36].

• JRIP: JRIP is a rule based algorithm that creates a broad rule set then repeatedly

reduces the rule set until it has created the smallest rule set that retains the same

success rate [10].

• IBK: The Instance Based Algorithm (IBK) implemented in Weka is a k-nearest neigh-

bor approach [2].

• SMO: The Sequential Minimal Optimization (SMO) algorithm is a function-based

support vector machine algorithm [35].

But since their dataset had a lot of false positives, their results were also filled with false

positives (Which are better than false negatives when detecting predators as they alleged)

and the accuracy was 78.5%.

Chatcoder at Pan12: April Kontostathis, Will West, Andy Garron, Kelly Reynolds

and Lynne Edwards participated in both subtracts of PAN 2012 [25]. In their solution

they studied the communicative patterns of cyber predators and their victims. They used

machine learning approaches, combined with an in depth study of communicative patterns,

to identify posts that fall into one of three categories that are often used by cyber predators

when they communicate with their victims following some previous work done in 2011 [30].
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The three mentioned categories are: Personal Information Exchange, Grooming, and Ap-

proach. They used a dictionary and a set of 15 attributes which were collected for each

post. The attributes were:

• Total number of words in a line (Strings of characters separated by spaces)

• Number of first person pronouns in a line (e.g. I, me)

• Number of second person pronouns in a line (e.g. you, your)

• Number of third person pronouns in a line (e.g. he, them)

• Number of personal information nouns (e.g. age, pic)

• Number of relationship nouns (e.g. boyfriend, date)

• Number of activities nouns (e.g. movie, favorite)

• Number of family nouns (e.g. mom, sibling)

• Number of communicative desensitization verbs (e.g. kiss, suck)

• Number of communicative desensitization nouns (e.g. bra, orgasm)

• Number of communicative desensitization adjectives (e.g. horny, naked)

• Number of communicative desensitization words (e.g. sex, penis)

• Number of re-framing verbs (e.g. teach, practice)

• Number of approach verbs (e.g. meet, see)

• Number of approach nouns (e.g. hotel, car)

They then trained their model with files with conversations separated by authors (previously

labeled as predators or not) searching for this attributes, counting the number of lines for

each author that were labeled as containing personal information, grooming and approach.

They created three classification systems using the Weka data mining tool kit [49] to

identify the predatory authors, and they also used the C4.5 decision tree learner (imple-

mented as J48 in Weka) [36], and the RIPPER rule-learning algorithm (implemented as

JRip in Weka) [10], for their learning experiments. By dividing the problem into this at-

tributes and also by determining that only one-on-one conversations could be predatory in

nature, they achieved better results than the previous year (87%) but it was still pretty

weak because they had a lot of false positives.
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They came to two category-related conclusions, “first that Comments such as ‘too old

for you’, ‘you are very young’, ‘go to school’, ‘get someone to drive you’, etc. are indicative

of age, and that should be classified in a different category besides Personal Information Ex-

change as it was in their work, and the second thing is something they refer to as ‘awareness

of guilt’. with comments like ‘are you a cop’, ‘we can get into a lot of trouble for this’, ‘I

wish you were older’, etc. instead of their Approach category”.

Colin Morris’ Master of Science: In 2013 Colin Morris in his Master of Science

paper “Identifying Online Sexual Predators by SVM Classification with Lexical and Behav-

ioral Features” expanded his work done with Graeme Hirst for PAN 2012 [31] in which they

ranked fourth with a 0.8652 in F0.5 score. During PAN 2012 they used a standard bag-of-

words model. “They experimented with a number of standard text preprocessing routines

including lowercasing, stripping punctuation, and stemming. None of these routines im-

proved performance, thus their final results used simple space-separated tokens as features.

They also tried to add ‘smarts’ to their lexical features with some transformation rules and

introduced special tokens such as emoticons from Wikipedia 2 , male and female names 3,

\NUM for any sequence of digits used mostly for age recognition, and Phone numbers, but

these transformations seemed to add little discriminative power to their model”.

Their machine learning algorithm of choice was SVM, using the Library for Support

Vector Machines (LIBSVM) [9]. In testing their models, they used cross-validation with n

= 5.

They developed a second filter to identify predators from victims (different from the

differentiation of predators from no-predators) because they came to realize that most of

all false positives they were getting were actually victims. Because predators and victims

are discussing the same topics and are virtually identical in terms of number and length

of conversations, they were motivated to establish their “symmetry-breaking” behavioral

features such as message ratio, number of repeated messages, and number of initiations.

So what they did was identifying predatory from no-predatory conversations and predators

from victims. Because the conversation could have been between two consenting adults.

They tried various combinations of these features or steps getting the following results:

Note that they used vectors where every token t that appears more often than a thresh-

old 4 yields two features: “the number of times the focal author utters t, and the number

of times any of the focal author’s interlocutors utters t”. In that way they were able to

2http://en.wikipedia.org/wiki/List of emoticons
3http://www.galbithink.org/names/
4Threshold empirically set to 10
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Variation Recall Precision F1-Score

- 0.73 0.88 0.80

Partner Flip 0.73 0.92 0.81

Predator-Victim classification 0.65 0.89 0.76

Predator-Victim classification and Partner Flip 0.65 0.91 0.76

Transformation Rules 0.71 0.90 0.80

Transformation Rules and Partner Flip 0.70 0.93 0.80

Only Lexical Features 0.74 0.93 0.82

Only Lexical Features with Partner Flip 0.74 0.95 0.83

Only Focal Lexical Features 0.69 0.87 0.77

Only Behavioral Features 0.70 0.47 0.56

Baseline 1.0 0.001 0.003

Table 3.1: Results Obtained By Colin Morris

process all data said by predators and said to predators. It may be interesting to highlight

that the most common answer given to predators was: wtf. Their classifier turned out to

be very accurate at telling predator from victim but not so much at distinguishing predator

from non-predator.

PAN12 Winners: The winners of the first task (Identifying predators) were Esaú

Villatoro-Tello, Antonio Juárez-González, Hugo J. Escalante, Manuel Montes-y-Gómez, and

Luis Villaseñor-Pineda obtaining a F0.5 score punctuation of 0.9346 [48]. Their proposed

method for detection of misbehaving users in chats is based on two main hypotheses: “(i)

terms used in the process of child exploitation are categorically and psychologically different

than terms used in general chatting; and (ii) predators usually apply the same course of

conduct pattern when they are approaching a child”.

They didn’t apply any preprocessing filters to their data (remove punctuation marks

or stemming processes) because of the atypical grammar of chats (informal and full of

orthographic errors). Although they didn’t use a pre-processing filter they did use a pre-

filtering process. This pre-filtering stage consisted in removing all the conversations that
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accomplish at least one of the following conditions:

• Conversations that had only one participant

• Conversations that had less than 6 interventions per-user

• Conversations that had long sequences of unrecognized characters (apparently im-

ages).

For distinguishing victim from predator they divided every conversation in sets of interven-

tions from different users, and then they tested them with conversations from victims and

predators. For the victim from predator classifier they obtained features vectors of 16709

elements. They used two classifiers from the CLOP toolbox [3] in the text classification

experiments; these are Neural Networks (NN) and SVM classifiers. The NN classifier was

set as a two layer neural network with a single hidden layer of 10 units. For the SVM they

tried linear and polynomial kernels.

During the development phase they used two-fold cross validation to test their perfor-

mance. “For the baseline experiment we employed a BOW representation using either a

boolean or a TF-IDF weighting scheme. By following the same procedure established for

the Suspicious Conversations Identification (SCI) and the Victim From Predator (VFP)

classifiers”, under this configuration they obtained features vectors of 117015 elements with

which they achieved a 0,98 accuracy (0.95 F-Score) in the SCI classifier and a 0.94 in

the VFP classifier.

The final classifier consisting in both VFP and SCI obtained an F0.5 Score of 0.8936

being the winner of the PAN 2012 competition.

3.4 Conclusions

To summarize and taking into account the results published by PAN12 organization [22] we

could see the results and methods for both problems:

• Problem 1. identify predators: The main problem in this competition was that

since they wanted to have realistic solutions, they implemented both training and

testing data sets full of false positives (they had less than 1% true positives). Most

of the teams overcame this problem by using a two stage classifier where the first one

was in charge of distinguishing between conversations with or without predators.
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The organization said: “Apart from one case where participants used machine learning

approaches that work at character level [...], we can divide the used features into two

main categories: ‘lexical’ features and ‘behavioral’ features. Lexical features are those

that can be derived from the raw text of the conversation [...]. It is to be noted

that, in general, lexical features have been used without any stemming or stop-word

removal, to preserve each author own style, including misspelling and grammatical

errors. Behavioral are all those features that captures the ‘actions’ of a user within a

conversation.[...] One of the most common approach was the creation of a single set of

features for each author, to be able to profile him and exploit his predator potential.”

In the classification step it could be observed different proposed methods, but SVM

were the most used. “In general, they were used in most cases for the first (predator-

vs-all), then also for the second step of the classification (predator-vs-victim)”.Other

classifiers such as a Neural Network classifier, based on Maximum-Entropy, decision

trees, k-NN and random forest as well as Näıve Bayes were also used by the partici-

pants in this competition.

• Problem 2. identify predators’ lines: It is important to note that for this sec-

ond problem, no training data was available for the participants. “The straightforward

solution was to return as relevant all the conversations lines of all the identified preda-

tors from the first problem. One of the most used method was a filtering of all the

predator conversations through a dictionary of ‘perverted’ terms or with a particular

score (e.g. TF-IDF weighting).

Similar to this approach, another first computed the Language Models (LMs) of the

part of the conversation considered predatory and then computed the differences be-

tween the actual conversation and the LMs. To conclude, the last approach was simply

to return those lines already labeled as predatory in the proposed algorithm by the

default method for problem 1 (working at line level)”.
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CHAPTER4
Model Building and Evaluation

4.1 Overview

In this chapter we will present and define the global architecture of the project, which can

be easily identified by examining our project’s pipeline, presented in Figure 4.1, as well as

the different procedures adopted to achieve our solution. Later we will focus on analyzing

the obtained results explaining the different algorithm used and presenting the analysis of

our classification model. Last but not least, we will analyze the results obtained using the

same model but a different dataset.

Figure 4.1: Stages in pipeline
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4.2 Input

We will start off by describing in more depth the dataset used in this project. In order to

train our model with a realistic and complete dataset, we extracted the dataset provided by

PAN12 [32] at their competition. The dataset consists of 66927 conversations from various

chats in an XML file. The XML file is organized as follows:

<?xml version="1.0" encoding="UTF-8"?>

<conversations>

<conversation id="id_of_the_conversation">

<message line="1">

<author>author_1_id</author>

<time>02:56</time>

<text>Bla bla bla bla</text>

</message>

<message line="2">

<author>author_2_id</author>

<time>02:56</time>

<text>bla bla</text>

</message>

[...]

<message line="n">

<author> author_1_id </author>

<time>07:12</time>

<text>bla bla bla</text>

</message>

</conversation>

</conversations>

Every conversation has its own and unique id. For each conversation, every message is

tagged with a unique line number inside the conversation. Each message is produced by an

author with a unique Id and we can also find the text of the message and the time when it

was said. Since the normal thing is not to have a chat full of cyber abusers, we have around

66000 conversations with only 2016 conversations containing a predator. The rest of the

conversations where regular conversations between two adults, and other conversations that

could mislead our classifier such as non-sexual conversations between adults and children

as well as sexual conversations between two consenting adults.

We have organized the dataset based in three different procedures, which we will describe

in the following subsections, using python functions to place them into rows of three data

frames in Pandas [33], previously converting it into a CSV file.
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4.3 Preprocessing

Before training our model we need to extract correctly the information. We need to select

which way of data extraction and organization is the most optimal and to preprocess, clean

and convert the information, in data our model can understand and work with. We tried

three different data extraction methods, grouping them in different tables with the headers

shown in Table 4.1.

By Message By Conversation By Author

1. Conversation Id 1. Conversation Id 1. Author Id

2. Number of participants

in conversation

2. Number of participants

in conversation

2. Number of conversations

the author has participated

3. Message Number inside

the conversation

3. Number of messages in

conversation

3. Number of messages in

all conversations

4. Author of the message 4. Messages 4. Author is predator

5. Time of the message 5. Predator in conversation

6. Text of the message 6. Predator started conver-

sation

7. Is the Author of the mes-

sage a predator?

8. Is there a predator in the

conversation?

Table 4.1: Extracted Data Table Headers

4.3.1 Data Extraction by Message and Analysis

In this first organization we grouped the dataset into a Pandas table, having one message

of our dataset in each row. We obtained data from 903607 messages.

After examining this Data Frame we concluded that there was no significant relation

between the attributes 1, 3, 4 and 5 of Table 4.1 with the question: “Is the author of that

message a predator?”.
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Since our predators are not only marked as sexual predators because of a single message

but because a whole conversation, there was no clear relation between the text of the

message and the mentioned question. The only parameter that did answer our question

was the second one: “Number of participants in conversation” which we would see even

clearer with our following grouping.

For all this, we saw that this grouping was actually not very useful to our model,meaning

that it did not give us any useful information, and decided to arrange the next two groups.

4.3.2 Data Extraction by Conversation and Analysis

We decided to gather all the information and group it by conversation. We got a table with

66927 conversations and the attributes listed in Table 4.1 in its header.

By examining the data set organized by conversation we noted that it is very unbalanced,

having very few conversations containing predators in relation to the ones that don’t. We

have over almost 65000 conversations without predators in contrast to 2016 containing them

as it is presented in the Figure 4.2.

Figure 4.2: Predator in conversation

In the “Messages” column we unified all the messages in each conversation. By having

a “Predator Started Conversation” column we wanted to check if predators usually start

conversations or not. We studied only the conversations containing predators and we saw

that we had 4 times more conversations where the predator was the first to speak as we see

in the graphic shown in the Figure 4.3.
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Figure 4.3: Predator Started Conversation

We see that it is a very high relationship but it is not highly deterministic in distin-

guishing predator from victim since we still have 400 conversations not started by predators,

and in our case we are more concern about getting false negatives than false positives (We

rather tag someone as a sexual predator and clear them after having analyzed their case

than tag some predator as a non-predator). In other words, we prefer having false alarms

than misses.

As shown in the Figure 4.4, we spotted another high feature in the number of participants

in a conversation, having only four conversations with predators and three participants and

only one conversation with four participants and containing predators. This indicates that

almost all predators only talk in conversations with only two participants (one plus the

predator) or only one participant in case no one answered the predators messages.

4.3.3 Data Extraction by Author and Analysis

In this section we scanned the dataset separating messages per author. We extracted the

data in a table with the header explained in Table 4.1.

We obtained information from 97689 authors of which only 142 were classified as preda-

tors.

One new feature relation we discovered by analyzing the dataset by authors was related

to the total number of messages. We discovered that predators send a noteworthy higher

number of messages than non predators.
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Figure 4.4: Number of participants in a predatory conversation

Since the number of non-predators in our dataset is humongous compared to that of

predators, we obviously obtain a substantially higher number of messages but in Figures 4.5

and 4.6 we can really appreciate this enormous difference in relation to the total number of

messages.

In Figures 4.5a and 4.6a we can see the distribution of the number of messages sent

by predators and non-predators. In Figures 4.5b and 4.6b we zoomed in the plot from

1 message sent to 400 messages sent. We can easily see that predators send much more

messages, while most non-predators send less than 50.

With respect to the number of conversations each author has participated, we found no

clear distinction between predators and non-predators.

(a) Number of messages (b) Number of messages bellow 400

Figure 4.5: Number of messages of predators
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(a) Number of messages (b) Number of messages bellow 400

Figure 4.6: Number of messages of non-predators

4.3.4 Data Cleaning and Feature Extraction

Once our data has been analyzed, it is necessary to extract the key distinguishing features

of our data to train our model, and to clean our data from parts we don’t need.

We had some numeric features in our Data Frame that could be of use to help us train

the model, but we have our user’s messages as well. For our model, raw text gives no

information at all, so in order to obtain some useful information, we need to apply some

processing such as NLP.

First we divided the text into words. After that, we decided to use Stemming and

Lemmatization to reduce the number of words that mean the same. Then, we removed the

stop words included in NLTK, but since we think sexual predators may be inclined to use

some aggressive language (such as exclamation marks !!!) we decided not to remove the

punctuation marks, also, due to the specific nature of chat-like language we decided not to

remove rare words or typos.

We tried applying Part of Speech (POS) Tagging [14], that is the process of assigning a

grammatical category to a word but, since it enlarged a lot the size of our data, we decided

to apply a variation where we got only assigned the classification in table 4.2 to each word.

We also decided to use n-grams, with n = 3. This are unigrams, bigrams and trigrams.

An n-gram is a continous sequence of n consecutive elements in a text sequence, in our case,

the text sent by our authors. This way we decided not only to analyze word by word our

data but to analyze every sequence of two or three consecutive words.

Last but not least, we decided to import two plugins developed at GSI GitLab [18], “Age”

and “Gender”, with the hope it would help us train our model better. With the help of
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Tag Meaning English Examples

ADJ adjetive new, good, high, special, big, local

ADP adposition on, of, at, with, by, into, under

ADV adverb really, already, still, early, now

CONJ conjunction and, or, but, if, while, although

NOUN noun year, home, costs, time, Africa

NUM numeral twenty-four, fourth, 1991, 14:24

PRON pronoun he, their, her, its, my, I, us

VERB verb is, say, told, given, playing, would

Table 4.2: POS classification

these we were able to determine the age of a text’s author and whether it was written by a

male or female author.

After having cleaned our data we decided the features for our pipeline.

1. “Lexical Stats”: We gathered the number of words an author had said.

2. “Words”: All the different words said, having removed the ones with same meaning

and/or the stop words.

3. “nGrams”: All our unigrams, bigrams and trigrams.

4. “POS Stats”: The POS classification of the words in our messages.

5. “Latent Dirichlet Allocation (LDA)”: LDA is a generative statistical model that

allows sets of observations to be explained by unobserved groups that explain why

some parts of the data are similar.

6. “Gender and Age”: Gender and Age Senpy Plugins [47] to determine the Gender

and Age of our messages’ author.

Lastly, aside of studying our model scores (percentage rate of accuracy in predictions)

we will also study the confusion matrix (Table 4.3) which shows all the True Positives

(TPs), True Negatives (TNs), False Positives (FPs) and False Negatives (FNs), because, as
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previously stated, one of our project goals is to obtain more “False Positives” than “False

Negatives”.

Predicted Values

Positive Negative

True Values
Positive True Positive False Positive

Negative False Negative True Negative

Table 4.3: Confusion Matrix

Having our data well tagged and cleaned and our features extracted, we used NLP

and NLTK as explained in subsection 2.4.

4.4 Model Building

4.4.1 Classification Algorithm Selection

As for the model we chose, once we had all our data in an optimal organization, we first tried

Linear Support Vector Classification (SVC) (Of SVM) as recommended in the Scikit-Learn

page [41] following the diagram in Figure 4.7 found in their “Choosing the right estimator”

page. And since the data we are analyzing is mainly text we also chose to use Naive Bayes

(MultinomialNB).

We then tried out algorithms that looked like they would work well on our model but,

obviously, it can not be proved until they are tested.

We tried all of them using K-Fold Cross Validation with k = 10. Cross-Validation

is a technique for assessing how the results of a statistical analysis will generalize to an

independent data set. One round of cross-validation involves partitioning a sample of data

into complementary subsets, in our case 10 subsets, performing the analysis on one subset

(called the training set), and validating the analysis on the other subset (called the validation

set or testing set) and then do this iteration the same number of times as the number of

subsets, so every subset is tested on at least once [15].
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Figure 4.7: Choosing the right estimator [41]

4.4.2 Model’s Classifier Parameter Tunning

We decided to use various algorithms as described in subsection 2.1.3. These algorithmic

classifiers allow us to set certain parameters.

Manually changing the parameters to find their optimal values is not practical. Instead,

we considered finding the optimal value of the parameters as an optimization problem.

Sklearn comes with several optimization techniques for this purpose, one of which is “grid

search” [27]. Grid Search does an exhaustive search over specified parameter values for an

estimator. It also gives you the possibility of having a grid of parameters to optimize, being

able to enhance more than one parameter.

We have left the default parameters in the Logistic Regression and Decision Tree Clas-

sifiers but manually changed some of the parameters of the following classifiers:

• SVM

– C: This parameter indicates how much you want to avoid misclassification, traded

off against simplicity of the decision surface. A low C makes the decision surface

smooth while a high level tries to find the smallest margin between samples,

enabling you to classify more accurately.
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Since our dataset is small we would want a smaller value of the C parameter.

The value we selected was C = 0.05.

– Kernel: It sets the kernel type to be used in the algorithm. It must be one

of “linear”, “poly”, “rbf”, “sigmoid”, “precomputed” or a callable. The one we

selected was Kernel = linear.

– Probability: This parameter describes whether to enable probability estimates or

not. This must be enabled prior to calling fit, and will slow down that method.

So we also set this parameter to True.

• Multinomial Naive Bayes:

– Alpha: It is an additive smoothing parameter. It accepts a “float” type param-

eter, having 0 for no smoothing. We wanted some smoothing but not too much

so we had a small float number. We set this parameter to alpha = 0.1.

• Random Forest Classifier:

– n estimators: Random forest classifier creates several decision tree classifiers.

This parameter sets the number of trees in the forest. By increasing the number of

trees the accuracy keeps getting better, at a computational cost, until it converges

to a certain point when it just keeps constant. The chosen value for our project

is n estimators = 100.

4.5 Results

After having trained our model with these algorithms we tried out various others, some of

which we explained in subsection 2.1.3, we got various results, some of the better ones are

shown in table 4.4, where accuracy is calculated from the cross val scores function [28].

We also calculated the F1−Score [11], which is a way of measuring a test’s accuracy. It

takes into account both the precision ( TruePositives
TruePositives+FalsePositives) and recall ( TruePositives

FalseNegatives)

of the test and calculates the Fβ-Score with Ecuation 4.1, which translates into Ecuation 4.2

using TPs, TNs, FPs and FNs.

Fβ = (1 + β2) · Precision ·Recall
β2 · Precision+Recall

(4.1)

Fβ =
(1 + β2) · TPs

(1 + β2) · TPs+ β2 · FNs+ FPs
(4.2)
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For our model evaluation we decided to use an F1−Score which is calculated by having

β = 1 in Ecuation 4.2, which results in ecuation 4.3.

Fβ =
2 · TPs

2 · TPs+ FNs+ FPs
(4.3)

Algorithm Accuracy (mean (std)) F1 − Score

SVM 0.96 (+/- 0.06) 0.959

Multinomial Naive Bayes 0.96 (+/- 0.05) 0.956

Decision Tree Classifier 0.94 (+/- 0.03) 0.944

Logistic Regression 0.98 (+/- 0.05) 0.975

Random Forest Classifier 0.97 (+/- 0.05) 0.975

Bernouilli Naive Bayes 0.83 (+/- 0.11) 0.790

Table 4.4: Algorithms and Results of PAN12 DataSet

As mentioned before, an important part of our model would be to have the least FNs

as possible or at least have less FNs than FPs (We do not want predators being tagged as

innocents). So we took into deeper examination the confusion matrix for all the different

algorithms, represented in Table 4.5.

Algorithm
True False False True

Positive Positive Negative Negative

SVC 417 9 14 128

Multinomial Naive Bayes 406 20 5 137

Decision Tree Classifier 407 19 13 129

Logistic Regression 423 3 11 131

Random Forest Classifier 423 3 11 131

Bernouilli Naive Bayes 426 0 98 44

Table 4.5: Algorithms’ Confusion Matrices of PAN12 DataSet
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4.6 Evaluation

In this section we will evaluate the results shown in Tables 4.4 and 4.5 in order to determine

the best algorithm used in our model. We will select the best one in terms of accuracy and

F1 − Score and taking into account their confusion matrices.

• Accuracy and F1 − Score: Taking a look at Table 4.4 we can see that, in terms of

accuracy and F1−Score, the ones that got the best results are “Logistic Regression”

and “Random Forest Clasifier”. But they got 0.98 and 0.97 in accuracy and 0.975 in

the F1 − Score which is really close to the other algorithms. By doing various tests

with different data they continued to be the best, sometimes with Multinomial Naive

Bayes as well, but the rest were always close behind. This result could change if we

changed datasets (another algorithm could take first place) but the rest would still

work just fine.

With this results we can safely say that, concerning accuracy and F1 − Score; All

classifiers, except maybe for “Bernouilli Naive Bayes”, work good with our dataset.

There is not enough difference between them to say that only one is the best.

• Confusion Matrix: When we take a look at Table 4.5 things change. Taking into

account that one of our main goals is to not clear a predator by saying he/she is

innocent, meaning that we want to minimize as much as possible our FNs, we clearly

have a winner on this topic. Multinomial Naive Bayes was clearly the one with the

least FNs. Even though in total it had more false predictions ( FNs + FPs), we would

rather have 25 wrong predictions, as the case of Multinomial Naive Bayes, with only

5 being FNs, than having only 13 false predictions with 11 FNs.

So to our criteria the best algorithm used in this case was Multinomial Naive Bayes,

followed by Random Forest Classifier and Logistic Regression.
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4.7 Alternative Model Evaluation: Twitter Data

4.7.1 Overview

In this section we will see the results obtained by applying the same preprocessing we saw

in subsection 4.3.4 to our model but this time with the new dataset defined in subsec-

tion 3.2 [23].

This dataset is composed of 385 cyberbullying-tagged tweets along with 385 regular

conversations. That means, 770 new text data.

For this part we used the same algorithms and same parameter tunning as in subsec-

tions 4.4.1 and 4.4.2 to be able to really compare our model against different datasets.

4.7.2 Results and Evaluation

In this case we obtained the accuracies and F1− Scores shown in Table 4.6. As we can see

the results are a bit lower than in the previous chapter but they are still pretty high. In this

case our best Algorithm in Accuracy as well as F1 − Score is “Random Forest Classifier”

followed close by “Logistic Regression”.

Using this dataset we see that now, “Naive Bayes Classifiers” are the worst of our list,

which makes sense since the data now being analyzed are tweets that, even though they are

still text, it is full of typos and colloquial words.

Algorithm Accuracy (mean (std)) F1 − Score

SVM 0.91 (+/- 0.05) 0.918

Multinomial Naive Bayes 0.89 (+/- 0.06) 0.893

Decision Tree Classifier 0.92 (+/- 0.06) 0.910

Logistic Regression 0.95 (+/- 0.03) 0.955

Random Forest Classifier 0.96 (+/- 0.04) 0.964

Bernouilli Naive Bayes 0.60 (+/- 0.14) 0.524

Table 4.6: Algorithms and Results of Tweet-Based DataSet
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As for our goal to not miss-classify guilty users, if we take a look at Table 4.7 we can spot

a clear winner. “Random Forest Classifier” is not only the one with least False Predictions,

but also the one with the least FNs.

Algorithm
True False False True

Positive Positive Negative Negative

SVC 345 40 23 362

Multinomial Naive Bayes 316 69 13 372

Decision Tree Classifier 355 30 39 346

Logistic Regression 362 23 12 373

Random Forest Classifier 366 19 9 376

Bernouilli Naive Bayes 77 308 0 385

Table 4.7: Algorithms’ Confusion Matrices of Tweet-Based DataSet

So, as a conclusion, for this new dataset, the optimal classifier, judging by it’s Acurracy,

F1 − Score and number of FNs, is the “Random Forest Classifier”.
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CHAPTER5
Predatory Prediction on Twitter with Senpy

5.1 Introduction

Figure 5.1: Twitter Timeline [7]

Twitter is an online news and social net-

working service where users post and in-

teract with messages, called “tweets”. As

of the third quarter of 2017 Twitter had

330 million monthly active users [43]. Many

people all around the world use Twitter as a

way of chatting with friends, share different

aspects of their lives, events and opinions.

Famous people, companies and even news

channels use Twitter, making it one of the

most important platforms nowadays.

Legal measures are being taken to en-

force content control by tech firms, which

have been warned by the European Union

to remove extremist content faster [17].
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Due to the humongous size of the platform, monitoring all its content manually is

absolutely impossible, so automation is necessary. This chapter describes the process we

have followed for creating a Senpy’s plugin [47] to be able to deploy our product as a

user-friendly service on Twitter in order to detect predatory behavior on a specific user.

5.2 Structure

Our plugin’s pipeline structure can be seen in Figure 5.2.

For a correct implementation of the plugin we wrapped our code into a couple of python

files (“.py”) with functions to collect our data, preprocess it through our pipeline, train our

model and predict based on new entries.

A plugin description file (“.senpy”) is also needed. Here we specify the libraries needed

by our system so they are loaded before the first run, the configuration parameters, our

Twitter developer credentials, and where our dataset is located.

We also need our Twitter developer credentials on another file, although we will start

to use the Environment Variable BITTER CONFIG of Bitter [4] so that our credentials are

not in a public docker image that everyone could see.

Last but not least, we need our dataset file to train our model the first time we use the

plugin.

Figure 5.2: Senpy’s pipeline
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5.3 Obtaining Data

In order to obtain our data we made use of Twitter’s API. With this tool combined with

bitter [4] and Senpy [47], we are able to get a user’s Twitter’s timeline knowing that user’s

Twitter screen-name and/or Id.

The number of tweets that we can analyze is limited by Twitter’s and Senpy’s APIs so

we obtain the last 200 tweets of each timeline. We then remove the retweets from the 200

tweets of the timeline, to have only content written by our author, and we get only the texts

out of them (We eliminate photos, gifs, videos. But we don’t remove links nor hashtags).

After having selected all our tweets, we pass them to our trained pipelined model to

preprocess them, extract the features, and predict whether, based on that author’s conver-

sations, we found a sexual predator or not.

5.4 Displaying data

In order to display our results we used Senpy’s dashboard. As shown in Figure 5.3, we can

type in the Twitter’s user name of the user we want to check. And the plugin we want to

run, in our case, senpy plugin is our sexual predator plugin.

Figure 5.3: Senpy’s Plugin

After analyzing the timeline, we receive the response in our example’s Figure 5.4. There

we can see interesting data such as the account name we analyzed, which plugin generated

such response, and the most important one, if our author is a sexual predator or not.
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As we see, our classification system gives the response as a Friend of a Friend (FOAF)

ontology which is a machine-readable ontology describing persons, their activities and their

relations to other people and objects [5]. FOAF is a computer language defining a dictionary

of people-related terms that can be used in structured data.

For this first test we introduced Elon Musk’s Twitter account and, as expected, our

system classified him as a non-predator Twitter user as we see in Figure 5.4.

Figure 5.4: Elon Musk’s Results

For this second test we introduced a predator’s Twitter account and, as expected, our

system classified him as a predator Twitter user. For sensitive issues and to protect the

identity of this user we blurred the account name in Figure 5.5

Figure 5.5: Predator’s Results
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CHAPTER6
Conclusions and future work

6.1 Introduction

In this chapter we will describe the conclusions extracted from this thesis, problems faced

during it’s realization, achievements reached and overpassed and suggestions about related

future work.

6.2 Conclusions

This thesis’ main goal was to create a system for detecting cyberbullying based on Machine

Learning (ML). In addition to the main objective of making accurate predictions, we

take into consideration that we value more to be mistaken by identifying an innocent as

a predator (False Positive (FP)) than the other way around, and clear a predator (False

Negative (FN)).

We studied related work to see how other people tried to accomplish this task. We

extracted and preprocessed our data and tested our model with two different datasets,

evaluating then, the obtained results in both cases.
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These objectives were fully achieved and even overpassed our expectations in both cases.

Using our PAN12 competition’s data and testing with various algorithms we accomplished to

get a very high “Accuracy” (0.98) and “F1−Score” (0.97) while having, in some algorithms,

a very low number of FN (5 of 568).

On our second test, using our tweet-based dataset with 385 “bad” tweets, we achieved

also very high results of “Accuracy” (0.96) and “F1 − Score” (0.964), even though they

were a bit lower than with the previous set. We got a very low number of FN as well (9 of

770).

In this project we have also created a plugin for sexual predator detection of Twitter

users based on Senpy. This plugin counts with a user-friendly interface to easily obtain

real-timed data of a user.

In the following sections we will describe in more depth the achieved goals, the problems

faced during the project’s development and some suggestions for future related work.

6.3 Achieved goals

During the development of this project we achieved various features and goals. The three

most important ones are described bellow.

Build a pipeline for cyberbullying and sexual harassment detection. All our data

needed to be well preprocessed in order to correctly build and train our model. We

created a pipeline for this task to which we fed our training and testing data to collect

all the key features.

Implement the system as a service. In order to show our system’s functionalities we

have deployed a Senpy’s predator detection plugin which can be easily used by anyone

interested in examining some shady Twitter accounts.

Vanquish all our targets. For both of our goals (Obtaining high Accuracy, F1 − Score
and low FNs), and using two different datasets, we succeeded to attain better results

than expected and better than most of the previous work on the subject, with a 98%

accuracy, 97.5% F1 − Score and a low number of FN.
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6.4 Problems faced

During the development of this project we had to face some problems. Next will note and

give a brief description to the most significant ones.

Find Datasets. One of the main resources needed for the development of this project

are good datasets to train our model. It has been harder than expected to find

these datasets since, because of this project’s topic, the content we needed is usually

removed and hidden, not available to the public.

Senpy’s API Limitations. So as to obtain our classification we made requests to our

plugin implemented in Senpy. This plugin counts with a maximum text length limit

as well as a request rate limit. This made us set a maximum of the 200 last tweets of

a Twitter account instead of all the user’s timeline.

Senpy’s Ontology. Senpy is configured to Sentiment and Emotion analysis, not for preda-

tor classification, so we had to adapt our code to work fine with Senpy.

Twitter’s API Limitations. Twitter, as Senpy, also limits the request rate on it’s API.

One can only do so many requests in a period of time.

Time to Process Our first dataset had many entries and features, consequently, it took

a lot time to process all the information and delayed our projects time schedule.

Twitter’s Moderators Thankfully Twitter’s Moderators do a thoroughly and good work

on detecting cyberbullying, racist and sexist content on it’s platform and rapidly block

such content and/or users. This however, made our work to try our plugin with some

real predator, very hard.
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6.5 Future work

In this section we will explain the possible new features or improvements that could be done

to the project. Furthermore, we will study the possible future applications of our current

system.

Use bag of words or dictionaries. When analyzing text, a common approach is to add

a bag of words or dictionary with words classified as “bad words” or “predatory

words”. This way, our model could add another feature by counting the number of

times the words in the dictionary appear in a user’s texts.

In our case, since a regular conversation differs so much from a predatory one, we

did not implement it since it did not improve very much our model’s accuracy and

increased the processing time. But with a good dictionary our accuracy and F1−Score
could rise as to make the processing time worth it.

Catalog cyberbullying types. Another extra feature could be to distinguish cyberbul-

lying types amongst a certain list such as: sexist, racist, violent, pedophile or bulling.

This could be useful to search or filter for a specific type amid a big dataset containing

various file types.

New Languages. In this project we utilized two datasets with English as the only lan-

guage. In the case of our Senpy’s plugin this means that only English-speaker users

could be analyzed by our system.

By adding multiple models trained with various datasets in different languages we

could broaden our target spectrum to many other countries and cultures.
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