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Resumen

El terrorismo moderno ha convertido a las redes sociales y las herramientas proporcionadas
por internet en su principal medio para distribuir textos radicales propagandisticos, generando
empatia para radicalizar a las personas y las sociedades. La radicalizacién basada en texto
entre la poblacién nos lleva a pensar en la importancia de las palabras elegidas consciente-
mente para este propésito. Las palabras tienen el poder de incitar sentimientos y emociones
en el lector y también son una gran técnica de ingenieria social para aislar a individuos o
grupos de personas y convencerlos de realizar acciones que puedan beneficiar al autor del
texto.

El objetivo principal de este proyecto es examinar la importancia de las palabras utilizadas
en articulos o revistas de indole radical de ideologia islamica, analizando los sentimientos
y emociones asociados con ellas y el papel de estos sentimientos en la deteccién de textos

radicales. Para llevar a cabo este cometido, el trabajo se ha divido en tres partes.

La primera parte que se centra en la extracciéon de caracterizticas basadas en analisis de
sentimientos y emociones. Creando asi un vocabulario que contiene palabras claves con las
que se llevard a cabo la parte de deteccién de radicalismo.

La segunda parte busca crear un vocabulario de palabras, en este caso enfocdndose en los
términos mas frecuentes utilizadas en los textos, para llevar a cabo el cometido de deteccion
de radicalismo.

Y una tarcera parte, la cual podriamos definirla como una combinacién de las dos primeras,
en este caso se tiene en cuenta, para la creacién del vocabulario, tanto las caracteristicas

sentimentales y emocionales como la frecuencia con los términos aparecen en los escritos.

Finalmente estos métodos son evaluados en su eficacia en la tarea de clasificacién de es-
critos extremistas, obteniendo unos resultados positivos, en especial el enfoque basado en la
extraccion de caracteristicas a través del andlisis de sentimientos, emociones y frecuencias
tuvo un buen desempefio, pero con algunas limitaciones debido a la naturaleza de los textos

usados para la evolucion.

Palabras clave: Caracteristicas de sentimiento, Aprendizaje automatico, Emo-



ciones, Radicalizaciéon, Texto radical propagandistico, Vocabulario



Abstract

Modern terrorism has made social networks and the tools provided by the internet its spear-
head for distributing propagandistic radical texts, creating empathy to radicalise people and
societies. Text-based recruitment among the population leads us to think about the im-
portance of words consciously chosen for this purpose. Words have the power to instigate
feelings and emotions in the reader and are also a great social engineering technique to
isolate individuals or groups of people and convince them to accomplish actions that may
benefit the writer of the text.

The main objective of this project is to examine the importance of words used in radical
Islamic ideology articles and magazines, analyzing the sentiments and emotions associ-
ated with them, and the role of these in detecting radical texts. To accomplish this task,

the work has been divided into three parts.

The first part focuses on extracting features based on sentiment and emotion analysis,
creating a vocabulary containing keywords that will be used in the radicalism detection
part.

The second part aims to create a vocabulary of the most frequent terms used in texts, with
the purpose of detecting radicalism.

And a third part, which could be defined as a combination of the first two, in this case,
both sentiment and emotional characteristics as well as the frequency of the terms used in

the articles are taken into account in creating the vocabulary.

Finally, these methods are evaluated for their effectiveness in classifying extremist texts, and
obtaining positive results, in particular, the approach based on feature extraction through
sentiment, emotion and frequency analysis had a good performance, but with some limita-

tions due to the nature of the texts used for evaluation.

Keywords: Sentiment feature extraction, Machine Learning, Emotions, Rad-

icalisation, Propagandistic radical text, Vocabulary
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CHAPTER

Introduction

In this chapter we will introduce the context on which this project is based, the structure
followed in this work with a brief description of each of the parts and we will mention the

objectives we want to achieve in this study.

1.1 Context

The rapid advancement of technology in recent years has led to unprecedented connectivity
and access to information for individuals around the world. However, this proliferation of
information also presents some challenges. In particular, certain organizations exploit the
anonymity and confidentiality of the internet to spread radical propaganda, including that

related to Islamic radicalization.

In light of this issue, our project aims to address the detection of radicalism in text. We
intend to accomplish this by analyzing the words used in radical propaganda, extracting
features based on emotions and sentiments, and creating a vocabulary that can assist our
model in identifying radical propaganda in text.

There are three major parts in this case study.
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Data analysis is the main focus of the first stage, where different dataset characteristics
are analysed and extracted to enhance the model’s prediction capabilities.

The model is trained using the extracted features in the second phase, and several algorith-
mic techniques, such as Logistic Regression, Decision Tree Classifier and Random Forest
Classifier are tested.

Finally, the third phase of this study involves the evaluation of the results obtained and the

drawing of conclusions based on the results.

To support this endeavour, a database has been provided to us by Araque et al. [28], it
contains articles from reputable newspapers such as the New York Times (Sect.3.1.1) and
CNN (Sect.3.1.1), which provide a source of Western perspective on the topic of Islamic
radicalization. Additionally, we have also collected a database of articles from Islamic
magazines such as Dabiq (Sect. 3.1.1), Rumiyah (Sect.3.1.1), and Al Jazeera (Sect.3.1.1).

1.2 Project goals

In this section, we will mention the objectives we want to achieve with this project:

e G1 Acquire knowledge of the fundamental concepts and principles of machine learning,
and familiarize oneself with the tools and libraries that are commonly used in this field.
Develop the capability to effectively handle large quantities of data and the aptitude

for interpreting and analyzing the information.

o G2 Develop a model that achieves at least 80% accuracy in detecting radicalism in

text.

e G3 Develop an understanding of the use of words in radical propaganda.

1.3 Structure of this document

In this section, we provide a brief overview of the chapters included in this document. The

structure is as follows:

Chapter 1 - Introduction It introduces the context, the problem we want to address,
and how we plan to address it.
Chapter 2 - Enabling Technologies Describes the technologies and tools we have used

throughout this project, and how we have used them and what they have been used for

2
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within the project.

Chapter 3 - Developed method Details the methods used to accomplish our goal, in-
cluding the techniques and steps we took to analyze and process the data, as well as the
specific algorithms and models that we used to detect radicalism in text.

Chapter 4 - Evaluation Presents the evaluation of our model, including the results of
our testing, the accuracy and performance metrics, and the comparison of our results. It
also contains an analysis of the errors made by the model and recommendations for future
improvements.

Chapter 5 - Conclusions Highlights the research conclusions of our study, including the
results of our analyses and the efficiency of our approach in detecting radicalism in text. It
also includes a discussion of the implications of our study and the opportunity for additional

research in this area.
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Enabling Technologies and Related work

The project utilizes several enabling technologies to achieve its objective of examining the
role of words in radical texts and detecting radicalism.

These technologies include machine learning, natural language processing, and Python data
manipulation and visualization libraries. The project utilizes an open-source machine learn-
ing library for predictive data analysis to extract features from text using algorithms provided
by the library. In this chapter, all these technologies will be detailed, as well as publications

related to this work.

2.1 Machine Learning

Machine learning is a type of artificial intelligence that enables computer systems to learn
and improve their performance, the way humans learn [20], on a specific task without being
explicitly programmed.

It involves the use of algorithms and statistical models to analyze and make predictions
or decisions based on data input. Machine learning has the ability to analyze large and
complex data sets, identify patterns and relationships with the data, and make predictions

or decisions based on those patterns.
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There are three main types of machine learning: supervised learning, unsupervised learning,
and reinforcement learning. In supervised learning, the model is trained on labelled data,
meaning that the data is already labelled with the correct output [17]. In unsupervised
learning, the model is not given any labelled data and must find patterns and relationships
in the information on its own. In reinforcement learning, the model learns through trial
and error, receiving rewards or penalties for specific actions.

Machine learning has a wide range of applications in many different industries, including
healthcare, finance, transportation, and more. It is a rapidly growing field that has the

potential to transform the way we interact with and analyze data.

2.1.1 Types of Machine Learning

1. Supervised learning: Involves training the model on data that has already been
labelled. After learning patterns from the data, the model may then predict outcomes
from new data [21]. The Model is then adjusted based on the differences between the
predictions and the actual output in order to improve its accuracy. This process is

repeated until a satisfactory result is achieved [21].

Labeled Data

O Prediction
D Square
l:l A . ) A Triangle

Lables

() Test Data

Hexagon Square

Model Training

Triangle

Figure 2.1: Supervised learning [18]
There are two main categories of supervised learning [14]:

e Classification: The goal is to predict a categorical label, the correct output is
already provided, and is able to make predictions on new unseen data based on
the patterns learned from the training data [36]. Different algorithms like logistic
regression, decision trees and support vector machines (SVMs) can be employed
for categorization. These algorithms operate by identifying patterns in training

data and applying those patterns to forecast outcomes for new data.
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One of the main benefits of classification is that it allows the model to make

predictions about the class or category that new data belongs to.

Classification has several limitations:

(a) Only data that is similar to the training data sets may be used by the model
to generate predictions. If the fresh input is significantly different from the

training input, the model may not be able to make predictions accurately.

(b) Large amount of labelled data is required in order to be effective, this may

be time-consuming and costly.

(c¢) Overfitting issues may occur, it performs well on the training data but poorly

in new inputs.

The classification method is widely used despite these limitations. Some ex-
amples of how classification is used are: Spam filtering, Credit fraud detection,

Medical diagnosis, Sentiment analysis, and Image classification.

e Regression: The objective of this method is to predict a continuous output,
such as salary or probability, which is the only difference from the previously
mentioned method [11].

Linear regression, polynomial regression and decision trees are algorithms that
can be used for regression. These algorithms work by finding patterns in the

training input and using this to make predictions on new data.

There are some weaknesses to regression:

(a) Many regression algorithms, like linear regression, assume a linear relation-
ship between the input features and the output. The model may not able to

predict accurately if the relationship is nonlinear.

(b) Significant impact can be produced by extreme values on the model’s pre-

dictions if these outliers are not handled properly.

(¢) Collinearity, the correlation between input features can cause the model to

be inaccurate in its predictions.

Despite having certain limitations, regression is a popular technique that has
achieved successful results in various scenarios, such as, Predicting stock prices,

Evaluating performance, Predicting house prices, and Weather predictions.

2. Unsupervised learning: The model is provided with unlabelled training data. It is
instructed to find patterns and correlations without the need for human intervention
[23]. Unsupervised learning algorithms can identify unusual or anomalous data points

that may not be immediately apparent to humans.
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It does not have a specific goal or target, so this kind of learning may not be effective
as supervised learning for a task that requires a specific output label, also it may not
be able to identify all of the patterns and relationships in the input if the data is noisy
or has a complex structure.

Unsupervised Learning @i

Unlabelled Data Machine Results

000 00
AOA—”%—> 00
000 A O

01010

Figure 2.2: Unsupervised learning [19]

There are three main types of unsupervised learning:

o Clustering: The data is divided into groups or clusters [37], based on the pat-
terns and relationships the model has found. Natural groupings in the data
will appear. K-means, hierarchical clustering, and density-based clustering are

examples of the various kinds of clustering algorithms.
There are limitations to clustering [33]:
(a) Determining the number of clusters is one of the main challenges of clus-

tering. The number of clusters may be known a priori, but it must be

determined through experimentation in many cases.

(b) Clustering algorithms are sensitive to noise and extreme values, which can

result in poor cluster assignments.
(¢) Output may not be as interpretable as supervised learning algorithms.
Clustering has a wide range of practical applications, such as Market segmenta-

tion, Customer profiling, Text classification and Anomaly detection, are few of

them.

e Association: It is used to identify the relationships between variables in a

dataset. It is widely used in market basket analyses, where the goal is to identify
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goods that are frequently purchased together [2][3]. The basic idea is to find the

relationship between variables in the data that occur with a high frequency.

Few limitations to association rule learning:

(a) Large numbers of rules are created in association algorithms, which can be
laborious to understand, and also can be challenging to manage.

(b) The context in which the rules were developed has not been taken into
account.

(c¢) Association rules are typically limited to binary variables, which can limit

the applicability to complex datasets.

There are various practical applications of Association algorithms like Grocery

basket analysis, Fraud detection, Medical care

e Dimensionality reduction: In order to simplify the data for better visualisa-
tion and analysis, dimensionality reduction reduces the number of entries while

retaining the most important information.

Dimensionality Reduction

¥
: o0
>
X
Y
z

Figure 2.3: Dimensionality reduction [10]

There are several approaches that can be utilized to achieve this reduction:

(a) Principal component analysis (PCA): The data are projected into a reduced
dimensional space, which maximises the variance of the data. This is helpful
for identifying patterns in the data and reducing the total of dimensions

while maintaining the most key information.

(b) Singular value decomposition (SVD): The approach relies on the mathe-

matical division of a matrix into smaller matrices, which includes cutting

9
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the information into its sub-components such as patterns and trends while

retaining as much important information as possible.

(c) Independent component analysis (ICA): The ICA is based on the concept
that the data is a mixture of independent sources, and involves the separation
of data into components that are statistically independent of each other. The
goal is to identify the underlying structure of the input data and to extract

the most important information.

3. Reinforcement learning: With the purpose of rerouting and developing behaviour
to achieve a specific objective, reinforcement learning is a technique of trial-and-error
learning in which the model is rewarded for outcomes that are helpful to us and

nothing if the results are not what we wanted.

Reinforcement learning has many practical applications, such as autonomous vehicles,

process optimisation and others.

Some common examples of reinforcement learning algorithms are [44]:

e Q-Learn: It is a reinforcement algorithm that provides a reward to the model
for making optimal decisions, the goal of the model is to learn the relationships
between decisions in order to maximise rewards. To train the model, a matrix
is created in which the states, actions and rewards are stipulated. Each time
the model performs an action in a certain state, the matrix is updated using the

following formula 2.1.

Q(s,a) = (1 —a)*Q(s,a) + ax* (r+~v*mazx(Q(s,a"))) (2.1)

s is the current state

a is the action taken

r us the reward obtained

s’ is the next state

a’ is the action taken in the next stage
« 1s learning factor

v 1s the discount factor

o Proximal Policy Optimization (PPO): The training is made stable and
effective by using an iterative policy optimization strategy, which involves making
minor adjustments at each iteration to prevent generating a significant abrupt
change. In order to establish a link and maximise rewards, the model considers

both past and present reward policies.
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e Actor-critic: This algorithm consists of two neural networks as main compo-
nents: the actor and the critic. The actor is a model that learns to make optimal
decisions by commanding the state as input and producing an action as output.
The output is evaluated and gets a reward. The critic is the other model that
learns to evaluate the actor’s policies. It takes as input the actor’s action and
the state and produces a reward value for the output. These values are used
to evaluate the actor and provide feedback for decision improvement.This two
neural network algorithm is optimal in environments where a direct reward is

difficult to evaluate.

2.1.2 Types of algorithm

The decision-making and prediction processes are carried out by algorithms, which are the
essential component of the learning task and based on which the models are developed.
Depending on the type of machine learning in use and the issue to address, there are an

endless number of different varieties of algorithms.

The following is a description of some of the supervised machine learning algorithms

[35], which can be used for both classification and regression.

o Logistic Regression: A logistic or sigmoid 2.2 function, which is a mathematical
function visually represented as an S-shaped curve, is the basis of logistic regression.
Any value may be mapped with this function to a probability value between 0 and
1. After the logistic function is obtained, the optimal coefficients for the independent
variables are looked for, so that the projected probability for each training example
is as close to the actual probability as possible. Through an optimization procedure

aimed at maximizing the probability of the data, these coefficients are generated.
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Where x is a linear combination of the independent variables, that is, x = wo+wiz1+

woxo + ... + wnTy,, where wop, wy, wa, ..., w, are coefficients or weights.

The logistic function is used to model the probability of a binary dependent variable,
it is calculated as the probability of the positive class divided by the sum of the
probabilities of both classes, that is:

PY = 1)X) = S(z) = Hle_x (2.3)

P(Y =0|X)=1- S(x) (2.4)

K-Nearest Neighbors (K-NN): The K-Nearest Neighbors algorithm is a method
for categorising an object based on its relationship to other objects that are similar to
it. The unidentified object is assigned the most frequent class among the k surrounding
objects after a brief search of them. It is only based on the measurement of the
space between data points and makes no assumptions about the distribution of the
data. As a result, it is adaptable to various sorts of data and versatile. It does have
certain limitations, though. For example, in order to perform successfully, a significant
volume of data is necessary, and the appropriate distance metric must be used for the

situation.

Support Vector Machines (SVMs): The optimal discrimination between the var-
ious classes in the feature space is aimed to be achieved by the main goal of SVMs
through the location of a hyperplane. The hyperplane, in a manner that causes it to
maximize the margin or the distance between the hyperplane and the nearest data
points from each class referred to as the support vectors, is selected. SVMs can han-
dle high-dimensional and non-linearly separable data effectively by utilising a kernel
method, and they are particularly helpful in issues when the data is not linearly sep-
arable in the original feature space. SVMs are also resistant to overfitting, especially

when the data is noisy or contains a large number of outliers.

Decision Trees: The core of this algorithm is the construction of a tree from the input
data. Each node classifies the data based on a condition applied to a feature. The
features that split the data most effectively are used to choose the conditions. Finding
the decision tree that can most accurately predict the target variable from the input
information is the objective. Starting at the root node, the decision tree algorithm
iteratively divides the data into subsets, choosing the feature and the threshold that

produces the most homogenous collection of samples for each branch. Until a stopping
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Optimal Hyperplane

Support vector ’

Figure 2.5: Random Forest diagram [13]

requirement, such as a maximum depth or a minimum number of samples in a leaf

node, is satisfied, the procedure is repeated for each subgroup.

e Random Forest: The goal of Random Forest is to build plenty of decision trees
during the training stage and then combine their predictions to enhance performance.
The approach selects a subset of the characteristics and training data at random and
then fits a decision tree to this subset. This procedure is done several times, producing
the forest, which is a collection of decision trees. The predictions of each tree are then

combined by taking a majority vote for classification.

£in in

DECISION TREE-1 DECISION TREE-1 DECISION TREE-1

RESULT-1 RESULT-2 RESULT-N

I_'I MAJORITY VOTING / AVERAGING I 0—|

FINAL RESULT

Figure 2.6: Random Forest diagram [13]

e AdaBoost: Several low-effective classifiers are combined to create a strong classifier.

The idea behind AdaBoost is to train a set of classifiers individually, in which errors

13
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made by the previous classifier are corrected. The aim is to combine all classifiers,
with a weight equivalent to the effectiveness of their performance. AdaBoost works
by adjusting the weights of each instance in each iteration. The Main advantage of

AdaBoost is that it can be used with any base classifier, making it very flexible.

2.1.3 Feature extraction

The process of turning raw text data into a set of features, or attributes, that may be used
to describe the text data, is known as feature extraction in natural language processing
(NLP). These attributes may then be supplied to machine learning algorithms used for

NLP tasks like sentiment analysis, text categorization, and others.

There are several methods that can be used for feature extraction in natural language

processing (NLP):

1. Bag of words (BoW): It is a straightforward and popular method that is used as a
basis for language analysis and processing. The basic idea behind BoW is to represent
text as a set, where each word means a value depending on the frequency at which
the word appears [4]. Once the text representation is created from this technique, it
is used as an input vector to machine learning models for classification.

Here is an example of how the BoW Model can be used:

Word | Count
Hello 1
my 1
name 1
is 1
Dhiraj 1

Table 2.1: Word frequency in the sentence "Hello, my name is Dhiraj”

2. Term Frequency-Inverse Document Frequency (TF-IDF): It is a widely used

method to measure the importance of an item within a collection. The basic idea
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behind this method is to balance the importance of a term based on its frequency
within a single document (TF) and how common it is within a collection of documents
(IDF).

The equation that models this method is:

TF — IDF(t,d, D) = TF(t,d) « IDF(t, D) (2.5)

o TF(t,d): is the frequency of the element 't’ in the document ’d’

o IDF(t,D): is the inverse frequency of element ’t’ in a collection of documents ’D".

We can define TF(t,d) as:
TF(t,d) = %‘ (2.6)

t: element for which the frequency is calculated.

d: is the document

ng: number of times that the element ’t’ has appeared in the document ’d’

|d|: total number of elements in the document 't

IDF can be defined as:
|D|
log(—— 2.7
o) @)

e |D|: is the total number of documents in a collection.

e df;: is the number of documents that contain the element ’t’.

. Word Embeddings: Words can be represented as continuous-valued vectors in a
high-dimensional space using word embeddings. The meaning of the words and their
relations to other words is captured by these vectors. These vectors can be used as
input to machine learning models. There are several words embeddings methods,
GloVe (Global Vectors for Word Representation)[43] is a technique that factors a
global word-word co-occurrence matrix built by Standford, it is based on the belief

that a word’s meaning can be deduced from the context in which it appears.

Another popular method is called FastText[30], the idea behind this method is to
use sub words information to generate a meaningful vector, for example, a vector
representation for ”"cat” can be formed by combining the character n-grams present

in the sub-words(”ca”, "at”).
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2.2 Natural Language Processing

Natural language processing (NLP)[45] is one of the branches of artificial intelligence, which
gives computer systems the ability to understand the text as well as a human would. NLP
combines computational linguistics, statistics and machine learning to give meaning to
words. Real applications of this technology are used, such as language translators, infor-
mation classification, natural language generation, sentiment and emotion detection, spam
detection, and more. Natural language processing goes beyond simple word translation
to include meaning interpretation, taking into consideration exceptions and the context of

individual words within a phrase.

The tools and methods that enable this will be examined in this section.

2.2.1 Pandas

Pandas [40] is a very popular free software Python library. This library allows us to manage,
visualise and structure data. Pandas allow the import of data from any kind of formats such
as CSV, JSON, SQL, Excel and others. It allows the structuring of data in one-dimensional

arrays called series or in two-dimensional structures called DataFrame.

Our ability to analyse, sort, extract, filter, and visualise data is made possible by the

large number of predefined functions that are included in this library.

2.2.2 NLTK

Natural Language Toolkit (NLTK)[29] is a library that provides us with a large number of
tools and resources of great help and variety for natural language processing. One of the
key features of the library is the number of corpora it provides, which can be used for model
maintenance. For this work, it has been of great help for the preprocessing stage, since it

allows the lemmatization, stemming and elimination of words with no information content.

It contains a large lexical database that provides us with synonyms and antonyms of words,
very useful for language processing. It also allows the tokenization of the text, a process

that consists of separating the text into phrases or words.
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2.2.3 Scikit-learn

Scikit-learn[42] (also known as sklearn) is a well-known open-source Python library for ma-
chine learning. It is built on top of the NumPy and SciPy libraries for simple use. Sklearn
provides a large number of classification, regression, clustering and pre-processing tools. It
provides a simple API [31] that allows us to rapidly prototype models and evaluate their
performance.

Scikit-learn has a large number of pre-made models, such as those mentioned in the sec-
tion 2.1.2. In the Google Summer of Code programme, David Cournapeau worked on this
project. Since 2017, the library has been in a stable state and continues to be widely used

by practitioners and researchers in the field.

The utilization of this technology greatly facilitated the implementation of this project.

2.2.4 Matplotlib

It is an open-source library used for graphics generation and visualisation[34]. Using Mat-
plotlib, users may have extremely fine-grained control over the visual aspects of plots,
including the ability to change anything from the colour and line width of lines to the bibli-
cal text font size. It also provides an API, which gives users the option to build plots using

a high-level interface.

Matplotlib is widely used in the academic and industrial fields, because of its versatility
and the quality of the plots. This library is commonly used in combination with other

libraries such as pandas, seaborn and others.

2.3 Performance Metrics

Performance metrics are used for the evaluation of the machine learning model. Metrics are
chosen depending on the type of problem the model solves and the characteristics of the

data.

Here are some of the most common performance metrics used in the field.

1. Accuracy: It is defined as correctly classified items over the total number of items.

Precision is a simple and very intuitive metric, it is widely used as a first-instance
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evaluation of a model.

On the other hand, it is not a metric that works well on unbalanced data, it can lead
to false positive or false negative predictions.

In summary, precision is a widely used metric in machine learning despite its limita-

tions.

2. Precision: Measure the number of correct positive predictions made by a model,
divided by the total number of positive predictions made. A model with high precision
is an indicator of low false positive predictions that have been made by the model,
and a low precision indicates a high number of false positive predictions.

Precision metrics are usually used in conjunction with other metrics such as recall

and F1 score to get a complete evaluation of a model.

3. Recall: Metric to evaluate the effectiveness of a model in correctly identifying positive
instances, measuring the number of correct positive predictions divided by the total
number of actual positive instances.

A high recall is a capacity to correctly identify a large percentage of positive instances,
which reveals that it has a low number of false negative predictions. In contrast, a

low recall indicates a high number of false negative predictions made by the model.
4. Fl-score: It combines precision and recall to give a single measure. It is defined as:

Fl — 2#(precisionxrecall)
—  (precision+recall)

F1 score is especially valuable when there is an imbalance of positive and negative
instances in the data. A score of 1 on this measure indicates that the model has
perfect precision and recall, in contrast, a score of 0 indicates that a model has no

true positive.

2.4 Related Work

In this section, we will review related work that is relevant to our proposal.

The paper by professors Oscar Araque and Carlos A. Iglesia, titled An Approach for Rad-
icalization Detection Based on Emotion Signals and Semantic Similarity” [28]. has been

the inspiration for this project.

This paper suggests a feature extraction method based on semantic similarity-based
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vectorization and feature extraction based on the emotional lexicon.

It achieves great outcomes and argues that emotions can be used as an indicator for racial-

ism detection.

We take a similar approach to this suggestion, in addition to extracting features based

on emotions and sentiment, we also propose a frequency-based vectorization.
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CHAPTER

Developed method

This chapter presents the methodology employed in the development of the machine learning
model. It details the techniques utilized and the specific procedures that were implemented
in the course of this study.

The chapter includes a comprehensive outline of the step-by-step process that was followed,
the elements that were incorporated into the study, information regarding the dataset em-
ployed, and a complete analysis of the decisions that were made throughout the course of

this work.

3.1 General view
The methodology we will follow for the development of our model is as follows:

First, a superficial analysis of the dataset, with the objective of looking for features that

may be important for the extraction.

Secondly, a preprocessing procedure is essential in any natural language processing model.

In this stage, we aim to clean the text of elements that are not useful for analysis such as
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numeric characters, and punctuation marks, among others.

And finally, we reach the fundamental part of this work, the feature extraction stage,
in which we exploit the features of the dataset with the different types of extraction that

we propose in this study.

3.1.1 Data used

The dataset used, provided by Grupo de Sistemas Inteligentes called "Radical Magazine
Corpus”, consists of 468 articles from 5 different authors, including, The New York Times,

CNN, Dabiq, Rumiyah y Al Jazeera.

e The New York Times: Widely considered one of the most reputable and influential
newspapers in the world based in the United States [12]. It is known for its national
and international coverage of news. The New York Times is also known for its rigorous

and unbiased reporting.

e CNN: One of the most widely broadcasted news channel bases in the United States
[5]. It is known for providing 24-hour worldwide coverage of news. CNN is considered

a credible and reliable source of news and information.

o Dabiq: Online magazine used by terrorist groups active in the Middle East [6]. It
has been used as a propaganda tool by ISIS to promote extremist, violent, and anti-
Western ideologies. It was published in several languages, including English, to reach

global adherents.

e Rumiyah: One of the Islamic State’s most prominent online magazine for propaganda
purposes[15]. It was used to spread extremist ideology, recruit new members and claim

responsibility for terrorist attacks.

o Al Jazeera: A news organization based in Qatar [1], provides news and information
through television broadcasts and websites. It has been criticized for airing contro-

versial and divisive content.

The articles featured in the online magazines Dabiq, Rumiyah and Al Jazeera are considered
to be a tool of radical propaganda. These publications are known for their use of misleading
information to promulgate their extremist ideologies and justify their actions. On the other
hand, articles found in CNN and The New York Times are considered neutral in their

coverage of radicalism and radical groups.
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1. Id: Identification number, a unique identifier assigned to a particular article.

2. Headline: This is the title of the article

3. ArticleBody: Is the main content of the article, is where the primary information is

presented.

4. Author: The author is the newspaper, website or magazine where the article was
published, there are 5 authors in this data set, Al Jazeera, CNN, Dabiq, Rumiyah,
and The New York Times.

5. Label: This column provides information on the classification of the article, specifi-
cally whether it is considered radical (indicated by a value of 1) or neutral (indicated

by a value of 0).

id headline articleBody author label

0 3d3b60a0 In the Words of the Enemy Attacks continue\nof its operations to other r... Dabig 1

1 966f6826 THE ALLIES OF AL-QA'DAH IN SHAM: PART 4 that from the nullifiers of Islam was *backing... Dabig 1

2 ed36208b Wisdom Apagan church in Finlandinleft not knowing w... Dabig 1

3 chdE5817 TAWHID AND OUR DUTY TO OUR PARENTS {And [mention], when Lugman said to his ... Dabiq 1

4 dd0s02al THE VIRTUES OF RIBAT FOR THE CAUSE OF ALLAH al-Basri \nsaid \n(rahimahullah) \nAl-Hasan in... Dabigq 1
2552  fd7fadde Trump administration unveils new counterterror...  President Donald Trump has signed off on a new.. CNN 0
2553 4231dag0 Dutch police foil terrarist plot to target 'la... Dutch police say they have foiled a major terr... CNN 0
2554 cl119432f Justice for Victims of ISIS o the Editor\n\nRe “14 Death Sentencesin 2... The New York Times 0
2555 (Qabla3ab Video Purports to Show Tajikistan Attackers PI... Aday after claiming its first attack in Tajik... The New York Times 0
2556 c059cl7f A Second Chance for an lvy League ISIS Recruit “We've waitched him closely,” said Seth DuCharm... The New York Times 0

468 rows x 5 columns

Figure 3.1: Radical Magazine Corpus Dataframe

The dataset is characterized by an imbalanced distribution, as evident in Figure 3.2, with
67.52% of the data labelled as radical, and 32.48% as neutral.
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300
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200

Number of articles

label

Figure 3.2: Unbalanced labelled data

An examination of the authors in the data set reveals an imbalance regard to the dis-
tribution of authors among the articles. The table 3.1 shows the number of articles written

by different authors in the dataset.

Author Number of Articles
Al Jazeera 69
CNN 129
Dabiq 126
Rumiyah 121
The New York Times 23

Table 3.1: Number of articles by Author

Author distribution

CNM

Al Jazeera

The New York Times
Dabig

Rumiyah

Figure 3.3: Distrubution of articles by Author

24



3.1. GENERAL VIEW

Having obtained the information from the dataset, the next step of the project will

involve the preprocessing process.

3.1.2 Preprocessing

Preprocessing also referred to as data cleaning, is a crucial step in the data analysis process.
It plays a key role in enhancing the performance of models and significantly improves the
results.

It is important to note that preprocessing also has certain limitations, shush as data loss

and a lack of interpretability in the process among others.

In this stage, we will examine and implement the techniques used for preprocessing. The
goal is to ensure that the data is cleaned and prepared for further analysis or modelling.

radical_article all neutral
words

RadicalMagazine
Corpus

Preprocessing

A

all radical
words

neutral_article

Figure 3.4: Preprocessing diagram

Preprocessing

2 3 4 5 6 7
[ Tokenization H Punctuation H Lower case H Is alphabets H Stop words H Length > 2 }

Figure 3.5: Preprocessing diagram 2

Figure 3.4 illustrates the various steps involved in preprocessing.

1. Segmentation: The dataset has been divided into two parts, with items classified as
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26

radical (labelled as 1), and neutral (labelled as 0). Furthermore, the "Headline” and
”ArticleBody” columns have been concatenated in order to cover all the words present
in an article. The purpose of this is to provide a more comprehensive representation

of the articles.

. Tokenization: The subsequent step is the tokenization of the article, which involves

breaking down the text into smaller units referred to as tokens[22]. The Natural
Language Toolkit (NLTK) (Sect.2.2.2) is used to perform this task, which provides
various functions to assist in breaking the text into individual words. This process

allows for a more fine-grained analysis of the text.

. Punctuation: Using the Python String library, it is possible to filter out all charac-

ters in the text that are not alphabetic or numerical. This is a frequently employed
preprocessing step in natural language processing tasks, it allows the removal of all

non-essential characters.

. Lowercase: The use of lowercase words in NLP is motivated by the fact that certain

models and algorithms are case-sensitive. This implies that the handling of uppercase
words may not be equivalent to that of lowercase words. It is a common practice to

convert all words to lowercase before further processing.

. Is alphabets: This function is useful to filter non-alphabetic characters from text,

such as digits. Typically digits do not provide much meaningful information and are
often removed. NLP algorithms and models are not designed to handle numerical

data, which can lead to errors in the analysis of the text.

. Stop words: Stop words are considered to be of little value in text analysis. Examples

M”NIATD

an”, "the”, "and”, ”or”, ”in”, "on”, "of”, etc. These words

RICI RN
a

of stop words include
are frequently present in text but do not contain much meaningful information.

NLTK library in Python provides a list of stop words that can be used to remove stop
words from the text. It reduces the dimensionality of the data and makes analysis

more efficient.

. Length: This step was taken after observing that the articles contained two-character

words that did not provide any information, so it was decided to remove them from

the texts.

. Unique words: In the last stage of pre-processing, in order to reduce the amount

of data and make the analysis more efficient, two collections of vocabulary are made

containing words that have been used only in radical or neutral texts. In other terms,



3.1. GENERAL VIEW

all words that are present in both, radical and neutral texts, have been removed.
The purpose behind this decision is to focus on words that are key to these texts being

classified under one label or the other

As illustrated in figure 3.6, after completing the preprocessing stage, up to point 7, it
can be observed that the total number of words present in the radical text is much higher
than in neutral texts. This phenomenon can be attributed to the difference in the nature
of the texts. The articles classified as radical tend to be more persuasive, and tend to be
longer. They usually include more elaborated arguments to persuade the reader. On the
other hand, articles classified as neutral tend to present facts and information in a more

straightforward manner, resulting in shorter texts.

Number of words in radical and neutral texts = All radical words
140000 137364 = All neutral words

120000
100000
80000 4

57136
60000

40000
20000
0- T T
(1] 0z 0.4

Figure 3.6: Total number of words in radical and neutral texts

056 08 10

After the implementation of the Unique word technique 8, it becomes apparent that the

vocabulary size has been greatly reduced.

Number of unique words in radical and neutral texts = Unique radical words
32765 mm Unique neutral words

30000 4
25000 4
20000 4
15000 A

10000 4

N --
0- T T T T

0.0 0.z 04 0.6 0.8 10

Figure 3.7: Total number of unique words in radical and neutral texts
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3.2 Feature Extraction

After the preprocessing stage, the next step in the data machine learning pipeline is feature
extraction. Feature extraction is the process of selecting and extracting the most relevant
features from the data, as detailed in section (2.1.3), in order to improve the performance

of the model.

In our case, we will focus on three types of features. The first one, which we will refer
to as EmoSelect, will focus on the selection of features based on their emotional content
The second one, named EmoFreqSelect, is a feature extraction method that combines
both frequency-based and emotion-based selection. In contrast to EmoSelect, which only
focuses on selecting features based on their emotional content, EmoFreqSelect also takes
into account the frequency of occurrence of the features in the data. The third one, the
TF-IDF method will also be employed.

The objective is to evaluate and compare the performance of the vocabulary created by
our feature extraction method against the vocabulary generated by the TF-IDF method.
This comparison aims to determine whether the vocabulary created by our method, which
is based on the frequency of occurrence and emotional content of the words, improves the

performance of the model compared to the vocabulary generated by the TF-IDF method.

3.2.1 EmoSelect

In this study is essential to establish a clear definition of what is understood as the emotions

of words and what are the sentiments of words.

Pang, BO and Lee, are researchers who have made significant contributions to the
field of sentiment analysis. They are best known for their work on movie review sentiment
classification. The Pang, Lee and Bo Sentiment Lexicon, also known as the Opinion Lexicon,
is a publicly available resource developed by Bo Pang, Lillian Lee, and Owen Rambow. The

lexicon includes words and their associations with positive and negative sentiments [41].

Crowdsourcing word-emotion association lexicon is a method proposed by Saif Moham-
mad [39], a researcher at the National Research Council (NRC) of Canada. In the NRC
Word-Emotion lexicon developed by Saif Mohammad said ”Plutchik (1962, 1980, 199/4)
proposes a theory with eight basic emotions. These include joy, sadness, anger, fear,

disgust, surprise trust and anticipation” (Saif Mohammad said, 2013 ).
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For our study, we take into account that there are two broad categories of sentiments:
positive and negative. Furthermore, there are eight basic emotions that are commonly
associated with words: anger, fear, anticipation, trust, surprise, sadness, joy, and

disgust.

unique

radical
words
emotions

unique
radical
words

Sentiment
and
Emotion
Analysis

h 4

Y

unique
neutral

unique
words

Emolex
Vocabulary

neutral
words
emotions

Figure 3.8: EmoSelect Diagram

This stage involves the collection of the set of words obtained from the previous process
3.1.2 and the utilization of EmoLex [39], which is a manually created list of words, to check

for their association with each emotion and sentiment.

EmoLex, is a lexicon of words and their associated emotions, which was created manu-

ally by Saif Mohammad, it contains 14,182 words.
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emotion word anger anticipation disgust fear joy negative positive sadness surprise trust
0 premier ] 0 0 0 ] 0 i 0 ] 0

1 tallies 0 0 0 0 0 0 0 0 0 0

2 snarling 1 0 0 0 ] i 0 0 ] 0

3 superintendent ] 0 o 0 ] 0 0 0 ] 0

4 dogged 0 0 0 0 0 0 1 0 0 0
1108 confessions 0 0 0 0 0 0 0 0 0 0
1109 seminar 0 0 0 0 0 0 0 0 0 0
1110 unborn 0 0 0 0 0 1 0 0 0 0
1111 dissimilar 0 0 0 0 0 0 0 0 0 0
1112 darkened 0 0 0 1 0 1 0 1 0 0

1113 rows x 11 columns

Figure 3.9: Dataframe of unique neutral emotion words

emotion word anger anticipation disgust fear joy negative positive sadness surprise trust
0 demonstrated 0 0 0 0 0 0 0 0 0 0

1 expansion 0 0 0 ] 0 ] ] ] 0 0

2 gravity 0 0 0 0 0 0 0 0 0 0

3 stream 0 0 0 0 0 0 0 0 0 0

4 replenish 0 0 0 0 0 0 1 0 0 0
2009 cosmetic 0 0 0 0 0 0 0 0 0 0
2010 peaked 0 0 0 ] 0 ] ] ] 0 0
2011 conglomerate o} 0 0 ] 0 ] ] ] 0 i
2012 hurting 1 0 0 1 0 1 ] 1 0 0
2013 afford 0 0 0 0 0 0 1 0 0 0

2014 rows = 11 columns

Figure 3.10: Dataframe of unique radical emotion words

As can be observed in Figures 3.9 and 3.10, the size of the set of words has been
significantly reduced in comparison to the previous set. This is attributed to the fact that
Emolex only contains 14,182 words. As a result, any words that are not included in Emolex

have been eliminated from our set.

It is possible to conduct a brief comparison of the emotions and sentiments that are

prevalent in each type of text.
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Figure 3.11: Neutral text emotion distribution
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As illustrated in Figure 3.11, the most prominent emotions in neutral texts are fear,

anger, and sadness. It is important to note that a word can be associated with multiple

emotions.
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Figure 3.12: Radical text emotion distribution
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On the other hand, we observe that in radical texts 3.12, the prominent emotions are

fear, anger and trust.
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Subsequently, we aggregated the emotions associated with each word and identified the

top 50 words with the highest number of emotions present.

As can be seen in figure 3.13, we have identified the unique words associated with
emotions in neutral texts. And these are the words that will make up our first set of words

in the vocabulary collection.

Figure 3.13: Set 1,top 50 with the highest number of emotions in neutral texts (EmoSelect

1)

In another hand, in figure 3.14, we have identified the unique words associated with

emotions in radical texts.

ance s

L=

musical

L
c
D
m

Figure 3.14: Set 2, top 50 with the highest number of emotions in radical texts (EmoSelect

2)
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3.2.2 EmoFreqSelect

unigue radical
words emotions
and frequency

unique
radical
words
emotions

FreqgDist

unigue neutral
words emotions
and frequency

unique
neutral
words
emotions

Figure 3.15: EmoFreqSelect Diagram

In this stage, we perform the same exercise as in the previous section, but in this case, we
not only take into account the emotions and sentiments, but also the frequency with which
the word appears in the text. To do this, we use the NLTK library’s FreqDist function to
identify the top 50 words with the highest frequency of occurrence and emotional content

in neutral and radical texts.

We define EmoFreqSelect 1 as the set of unique words present only in neutral texts

with the highest number of emotions and high frequency in the text 3.16. We define

,?Pldemlc

dictators

Figure 3.16: Set 3, top 50 with the highest number of emotions and high frequency in
neutral texts (EmoFreqSelect 1)

EmoFreqSelect 2 as the set of unique words present only in radical texts with the highest

number of emotions and high frequency in the text 3.17.
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deceilt

musical

Figure 3.17: Set 4, top 50 with the highest number of emotions and high frequency in
radical texts (EmoFreqSelect 2)

3.2.3 TF-IDF

TF-IDF
Radical
Vocabulary

radical_articles

TF-IDF
Vectorizer
feature
extraction

Pre-processing

TF-IDF
Neutral
Vocabulary

neutral_articles

Figure 3.18: TF-IDF Diagram

In this stage, the process of feature extraction is implemented as it would typically be
done in a machine learning model. Specifically, the TF-IDF [2] method is used. In the first
instance, the TF-IDF method is applied only to neutral texts and subsequently, it is applied
only to radical texts. We have decided to set mindf =1 and maxdf=1, this means that all
terms present in at least one document will be considered and those that appear in more

than one document will not be considered.

Taking this into consideration, we have obtained the following sets of vocabulary. TfIdf 1
is defined as the vocabulary set obtained by training the TF-IDF algorithm with exclusively

neutral texts.
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mobs fU
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Figure 3.19: Set 5, top 50 words applying TF-IDF on neutral articles (TfIdf 1)

TfIdf 2 is defined as the vocabulary set obtained by training the TF-IDF algorithm with
exclusively radical texts.

ad
o
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Figure 3.20: Set 6, top 50 words applying TF-IDF on neutral articles (TfIdf 2)

In summary, we have obtained a collection of 6 sets of words, EmoSelect 1, EmoSelect
2, EmoFreqgSelect 1, EmoFreqSelect 2, TfIdf 1 and TfIdf 2, which we will refer to as

vocabulary. The purpose of this is to determine which option for feature extraction is the
most optimal for detecting radicalism.
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CHAPTER

Evaluation

In this chapter, we will discuss the evaluation of the vocabulary obtained in the previous
chapter. We will describe the classification and regression algorithms used, and finally, we

will evaluate the results obtained.

4.1 Classification and evaluation

This step is crucial for our model, as it determines whether the previous steps have been
successful. To accomplish this, we train our model’s classification algorithms and evaluate

their precision in predicting the output labels.
In order to evaluate the effectiveness of the vocabulary obtained in the previous chapter,

we have chosen to use classification algorithms 2.1.2 as there are well suited for predicting

discrete outputs 4.1.
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Multinomial Naive Bayes

Bernoulli Naive Bayes

Logistic Regression

Support Vector Classification

Decision Tree Classifier

K-Nearest Neighbors Classifier

Random Forest Classifier

Ada Boost Classifier

Extra Trees Classifier

Gradient Boosting Classifier

Table 4.1: Classification algorithms used

As observed in figure 4.1, these are the 10 algorithms that we will use for the evaluation
process. As we can see they are all classifiers, this choice is made because the predictions to
be done are of a discrete character. In order to ensure a fair evaluation, we have elected to
use the default settings for the classifiers employed in this study. Adjusting the parameters
of the classifier would then be assessing the performance of the algorithms rather than the

effectiveness of the vocabulary.

The steps that will be followed in the evaluation can be seen in diagram 4.1:

1. Vectorize the Radical Magazine Corpus using the TF-IDF method
2. Provide to the vectorization algorithm a set of vocabulary.

3. Evaluate the effectiveness of our feature extraction model in order to determine the

best set of words for detecting radicalism.
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4 N

Multinomial Maive Bayes
Logistic Regression

SVC

Decision Tree Classifier

RadicalMagazine KMeighbors Classifier

Corpus Ada Boost Classifier

Eaffing CLassifier

Extra Trees Classifier

Gradient Boosting Classifier

Wocabulary

Figure 4.1: Classification diagram

4.2 Results

To evaluate the results, we will compare the EmoSelect 1, EmoFreqSelect 1, and TfIdf 1
vocabularies, as they have been defined in section 3.2 as the words that have been extracted
from neutral articles. Secondly, the results of the vocabularies extracted from radical texts,
EmoSelect 2, EmoFreqSelect 2, and TfIdf 2 will be evaluated.

Lastly, a global comparison will be made to determine which set is the best, regardless of

the type of text from which the vocabulary has been extracted.

For the evaluation of the results, we will take into account the F1 Score, as it is ideal

for imbalanced data, which is the case for our dataset.

4.2.1 EmoSelect 1, EmoFreqSelect 1 and Tfldf 1 results

As we can see in the image, the EmoSelect 1 and EmoFreqSelect 1 vocabularies, using the
SVC (Support Vector Classification) algorithm, have achieved the best results in categoriz-

ing the articles. However, the same cannot be said for the TfIdf vocabulary.

When comparing the other algorithms, in general, both EmoSelect 1 and EmoFreqSelect
1 are on par. We observe that the Logistic Regression algorithm has a significant drop in
performance when we remove frequency as a feature. Additionally, the MNB (Multinomial

Naive Bayes) algorithm does not perform well on vocabularies with emotions.
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It should be highlighted that the use of emotional features in the vocabulary improves

classification accuracy by 8% when compared to vocabulary without emotional features if

we compare the highest F1 Score measurements.

Algorithm Accuracy Precision FlScore
0 MNB 0.712766 0.712766 0.832298
1 BNB 0.712766 0.712766 0.832298
2 LR 0712766 0.712766 0.832298
3 SVC 0712766 0.712766 0.832208
6 RFC 0.702128 0.709677 0.825000
8 ETC 0.702128 0.709677 0.825000
4 DTC 0.691489 0.706522 0.817610
7 ABC 0.691489 0.706522 0.817610
) GBC 0.69148% 0.706522 0.817610
5 KNC 0.351064 0.800000 0.207792

(a) TfIdf 1 results

We see that the Logistic Regression algorithm works well on vocabularies with frequency
features, this may be due to the fact that there is a linear correlation between word frequency

and the nature of the text. Looking at these results, we can affirm that the SVC algorithm

(b) EmoFreqSelect 1 results

Algorithm Accuracy Precision F1Score Algorithm Accuracy Precision FlScore
3 SVC 0.840426 0.817073 0.899329 SVC 0840426 0.817073 0.899329
2 LR 0808511 0.788235 0.881579 ETC 0.787234 0.770115 0.870130
8 ETC 0787234 0.770115 0.870130 DTC 0776596 0.761364 0.864516
1 BNB 0765957 0.752809 0.858974 RFC 0776596 0.761364 0.864516
4 DTC 0.765957 0.752809 0.858074 ABC 0776596 0.761364 0.864516
6 RFC 0.765957 0.752809 0.858974 BNB 0.765957 0.752809 0.858974
7 ABC 0.765057 0.752200 0.858974 GBC 0765957 0.752809 0.858974
9 GBC 0.765957 0.752809 0.858974 KNC 0755319 0.744444 0.853503
5 KNC 0.755318 0.744444 0.853503 MNB 0723404 0.720430 0.837500
0 MNB 0723404 0.720430 0.837500 LR 0.723404 0.720430 0.837500

(c) EmoSelect 1 results

Figure 4.2: Neutral text vocabularies results

works very well on emotional inputs.

4.2.2 EmoSelect 2, EmoFreqSelect 2 and Tfldf 2 results

In this case, the situation changes, the Tfldf 2 vocabulary improves the classification com-

pared to the other vocabularies.

In this situation, the Decision Tree Classifier and the

Random Forest Classifier have performed the best.

This is particularly interesting, as it suggests that the TfIdf approach, which is based

on the importance frequency of words in a corpus, is more effective for classifying text.
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Algorithm Accuracy Precision FlScore Algorithm  Accuracy Precision FlScore Algorithm Acouracy Procision  FiScore

a — s E LR 0712766 0712765 0.832298
2 LR 0712766 0712766 0.832298
s RFC 0797872 0792683 0872483 ° GAC O7Z766 07iziee 083228 SVC 0712766 0.712766 0.332298
8 ETC 0797e72 0792683 0872483 O MNB 0606383 067ESTL 075467, DTC 0712766 0.712766 0.832298
2 LR 0776506 0761364 0geasis 3 SVC 0617021 1000000 0632653 rC 0712786 0712765 083220
7 ABC 0776506 0973810 0860s27 6 RFC 0617021 1000000 0632658 ABC 0712766 0712766 0532268
o MNB 0765957 0752800 0gsga7a 8 ETC 0617021 1000000 0632653 Cre 0712766 0712766 0.a32068
5 KNC 0765957 0758621 0857143 ABC 0585106 1000000 0589474 GBC 0712766 0.712766 0.832208
9 GBC 0765957 0764706 0855263 1 BNE 0574458 1000000 0574488 BNE 0680851 0703207 0.810127
1 BNB 0755319 0755814 0849673 ° DTC 0563830 1000000 0559140 MNB 0670213 0.700000 0.802548
s Ve 0712766 0712766 0832208 ° KNC 0553191 1000000 0543478 KNG 0489362 1000000 0.441860

(a) THIdf 2 results (b) EmoFreqSelect 2 results (c) EmoSelect 2 results

Figure 4.3: Radical text vocabularies results

On this occasion, we see that there is no linear relationship between the frequency and

the nature of the text.

4.2.3 EmoFreqSelect 1 and Tfldf 2 results comparisons

Upon comparison of the results of EmoFreqSelect 1 and TfIdf 2, it is evident that EmoFre-
gSelect 1 which was extracted from only neutral text, holds a better F'1 Score when it comes

to classifying the articles in our dataset.

This suggests that the vocabulary extracted from neutral texts is superior in terms of clas-
sification accuracy, and incorporating sentiment analysis in the extraction process improves

its performance.
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Algorithm Accuracy Precision F1Score Algorithm  Accuracy Precision FlScore
SVC 0840426 0.817072 0.899320 a DTC 0797872 0.792683 0.872483
LR 0808511 0788235 0881579 6 RFC 0797872 0.792683 0.872483
ETC 0787234 0.770115 0.870130 8 ETC 0797872 0.792683 0.872483
BNB 0765957 0.752809 0.858974 2 LR 0776596 0.761364 0.864516
DTC 0765957 0.752809 0.858974 7 ABC 0776596 0.773810 0.860927
RFC 0765957 0.752809 0.858974 0 MNB 0.765057 0.752800 0.858974
ABC 0765957 0.752809 0.858974 5 KNC 0765957 0.758621 0.857143
GBC 0765957 0.752809 0.858974 9 GBC 0765957 0.764706 0.855263
KNC 0.755319  0.744444 0853503 1 BNB 0755319 0.755814 0.849673
MNE 0723404 0.720430 0.837500 2 SVC 0712766 0712765 0.832208

(a) EmoFreqSelect 1 results

Figure 4.4: Comparison chart

(b) TFIdf 2 results



CHAPTER

Conclusions and Future Work

5.1 Introduction

In this section, we will present the conclusions that have been drawn from our work, including
the objectives that were set out at the beginning and the manner in which we would have

proceeded in future research.

5.2 Conclusions

We can conclude that sentiment analysis has many limitations when analyzing a large num-
ber of words, as most sets of words do not cover all the words in the language. The set
of words, Emolex used for emotional analysis contains around 14,000 words. The Oxford
English Dictionary contains 600,000 words, which means that Emolex only covers approxi-

mately 2.33% of the total number of words in the English language.

In terms of sentiments, we have only been able to classify them as positive or negative,
but in reality, there are grey areas, that are neither positive nor negative. In this case, it

would be difficult to qualify those words.
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In our study, we did not take into account the context in which the word is found, the

meaning changes dramatically when the context of the word is taken into account.

Based on our research results, it cannot be concluded that sentiment analysis is the best
method for detecting radicalism in text. However, it can be stated that the choice of text and
vocabulary used for text vectorization can have a positive impact on the results. Specifically,
the presence of words commonly found in neutral articles can improve the classification of
radical texts, as words not found in emotional lexicon libraries can generally be considered

neutral.

We have learned that texts of a radical nature tend to have a higher number of words
compared to non-radical texts 3.11. The predominant emotions in radical texts are typically
anger, fear and trust 3.12. It is interesting to note that in neutral texts, the predominant
emotions are also anger and fear. Neutral texts tend to have a higher prevalence of sadness,
as they often report sad news. Another thing that is very curious is that both types of texts
present an enormous amount of negative sentiment.

It seems that there is a linearity between the frequency of words and the nature of the texts,

if neutral vocabulary is used as input to the vectorizer.

In conclusion, while sentiment analysis has its limitations, it can still be a useful tool in
detecting radicalism in text, especially when it is combined with other methods and when

careful consideration is given to the choice of text and vocabulary used.

5.3 Objectives achieved

1. G1 Acquire knowledge of the fundamental concepts and principles of machine learn-
ing, and familiarize oneself with the tools and libraries that are commonly used in
this field. Develop the capability to effectively handle large quantities of data and the
aptitude for interpreting and analyzing the information: This goal has been achieved
and exceeded, as we have developed a machine learning model based on emotion anal-

ysis, using a variety of tools and libraries, which are reflected in this document.

2. G2 Develop a model that achieves at least 80% accuracy in detecting radicalism in-
text: We have achieved a model that exceeds 80% in F1 Score, thus we can consider

this objective as fulfilled.

3. G3 Develop an understanding of the use of words in radical propaganda: We can assert

44



54. FUTURE WORK

that this goal has not been fully completed. It is true that we have achieved a great
understanding in terms of vocabulary, emotions, and sentiments used in radicalism
recruitment. But we are still far from having a comprehensive understanding of the

problem.

5.4 Future Work

The model might be further developed in the future by including new data and optimising
the feature extraction procedure. Feature extraction based on the semantic similarity of
words [28] and their context could be added. Additionally, the accuracy of the model could

be improved by fine-tuning the parameters of the classification algorithms.

In addition, reading the dataset’s articles and researching the most recent techniques for
detecting and preventing online radicalization might help to investigate and comprehend
how radicalism is utilised for recruiting online. Techniques such as network-based analysis

could be used for this purpose [32].

Testing the model and comparing it to other cutting-edge models might be valuable to
determine whether it performs better or worse. Such as this study [26], which develops a

model for detecting radicalism in tweets.

Other future work could consist of expanding the concept to fit other linguistic and
cultural systems. In the world, there are other types of religious radicalism on which we

can adjust our model [24].

Integrating other data sources, like social media or online forums, into the model, will
help it become more effective at detecting extreme propaganda in practical situations. The
way of communicating has changed with the arrival of new social networks such as Instagram
or TikTok. The integration of radical data from these sources could give a major impulse

to our model.
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APPENDIX

Impact of this project

In this appendix, the impacts related to this work are presented from the economic, social,

environmental and ethical perspectives.

A.1 Social impact

The social impact of this project could be significant in terms of its ability to detect and
prevent the spread of radical ideologies through the internet and social media. The study
aims to identify and isolate people or groups who may be in danger of radicalization by ex-
amining the language and emotions present in radical Islamic publications. This can reduce
the harmful effects of radicalization on society, such as increasing extremism and violence.
This research might also help create a safer and more welcoming online space for all users

by offering tools for locating and eliminating extremist information online.

Furthermore, this project could also have an impact on the way society understands the
relationship between emotions and violent radicalization. With the support of this infor-
mation, anti-radicalization initiatives and tactics may be created, helping to prevent the

radicalization of individuals from the beginning.
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A.2 Economic impact

This project might have a significant economic impact if the solution created as a result
of it was intended to be sold to government agencies or corporations for the identification
and prevention of extremist ideas. Sales or licencing may be the sources of revenue. The
approach may also be applied in a number of other fields, including social media and

marketing, which would increase its economic effect.

A.3 Enviromental impact

Environmental effects may result from the classification of text using computational re-
sources. Energy is heavily utilised by data centres, which contain the computers and other
equipment required to process huge amounts of data. Since the project in our scenario was
conducted by using personal computers instead of data centres, the environmental impact

may probably be less serious.

A.4 Ethical impact

The project focuses on detecting the spread of radical Islamic ideologies, this could raise ethi-
cal concerns related to freedom of speech and the targeting of specific groups or communities.
The use of data and words from a particular religious group could lead to stigmatization
and discrimination of that religious group. It could promote prejudice and misconceptions

about devotees of that religion.

In addition, there is concern that the project would result in populations who are cur-

rently marginalised becoming even more excluded.

The project analysis methodologies of fairness and correctness are other topics of dispute.
Since sentiment and emotion analysis is a young area, there are still many unresolved prob-
lems regarding the precision and reliability of these techniques. The possibility of bias in

the analysis exists.
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Economic budget

This appendix gives an estimate of the project development costs, including the necessary
resources, materials, and expenses. The expenses for the project can be divided into three
main categories, Salaries of physical resources, Equipment and materials, and Software

licenses.

B.1 Salaries of Physical resources

The total amount of hours that should be put into this project would be 300 hours provided
that the final degree project has 12 credits ECTS and that each ECTS credit is equivalent
to 25[8]hours of work (12 credits x 25 hours per credit) An engineer specialized in machine
learning can cost around 30,000[9] euros gross per year. There are around 1,800 working
hours in a year [25], assuming a 40-hour workweek. As a result, if a machine learning
engineer cost 30,000 euros gross a year, their hourly salary would be around 16.67 euros
(30,000/1800).

The amount is around 5,001 euros when we multiply 300 hours by the hourly rate of
16.67 euros. The project is anticipated to take at least 300 hours of labour, which, assuming

a 40-hour workweek, translates to around 7.5 weeks of work.
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B.2 Equipment and materials

In our specific case, the cost of equipment and materials is relatively low as only a computer

and a storage device will be needed.

e Computer: A basic computer with 12 GB of RAM, 512 GB SSD, and a new generation

processor may cost 1000 euros.

e Data storage device: Making backups of the model just requires an external hard disc,

it may cost 30 euros

B.3 Sofware licenses

Since the libraries and materials used are free and easily available online, we have no ex-

penses at this point.

B.4 Total budget

Worker

Hours worked | Hourly cost

sub total

300 16.67 €

5,001.00€

Table B.1: Salaries

PC Storage Device | sub total

1,000€ 30€ 1,030.00€

Table B.2: Equipment

The total budget is 6,031 € at least, we have not taken into account the taxes for this

budget.
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