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Resumen

Factores como el aumento de la calidad de los servicios multimedia, junto con el aumento

del número de terminales y su consumo, están generando la necesidad de transmitir más

volumen de tráfico. Esto puede suponer en un futuro no muy lejano una sobrecarga de

tráfico en las redes de telecomunicación. Será necesario, por lo tanto, una nueva forma de

transmitir toda esta información de forma más eficiente.

Por está razón, actualmente, SDN (Software Defined Networking) está teniendo un gran

impacto y está muy bien valorado en el campo de las redes, sobre todo debido a sus grandes

ventajas frente a las redes convencionales. Una de sus principales ventajas es, por ejemplo,

la separación de la capa de control de la capa de datos.

El sistema propuesto a continuación funciona como una herramienta de monitorización

en tiempo real para redes SDN. Esta plataforma es especialmente útil para operadores de

red que implanten una red basada en controlador SDN para el transporte de la información

de sus abonados. Por lo tanto, surge también la necesidad de conocer el estado e información

relevante de la red y sus equipos en tiempo real.

Se ha creado una simulación de una red SDN como modelo para generar tráfico, con la

que será posible dar a entender el funcionamiento de la herramienta de monitorización, que

siempre será posible transladarla a redes más complejas.

Como resultados pueden mostrarse, por ejemplo, interesantes gráficos sobre el tráfico que

cursan los switches y sus interfaces, además de su disponibilidad, entre otras visualizaciones

que serán representadas y agrupadas en dashboards.

Palabras clave: Software Defined Network (SDN), monitorización, estado de red,

tiempo real.
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Abstract

Factors, such as an increase in multimedia services,combined with a rise in the number of

terminals and their data consumption are creating a need to transmit more traffic volume.

This might mean, a traffic overload in the telecommunications networks in the not-too-

distant future. Hence, it will be necessary to create a new way to transmit information

more optimally to solve this possible future problem.

For this reason, SDN (Software Defined Networking) is having a huge impact and is

greatly valued in the field of networks, due to its great advantages when compared to the

operation of conventional networks, such as separating the control layer with the data layer.

The proposed project in the following document works as a real-time monitoring tool for

SDN networks. This platform is especially useful for network operators that offer a service

based on an SDN controller for the transport of their clients’ information. For this reason,

there will also be a need to monitor the network and its connected devices. As we use a

monitoring platform we can know the status and relevant information in real time.

We have created a simulation of an SDN network as a model to generate traffic, with

which it will be possible to understand the operation of the monitoring platform. We can

also move it to complex networks in possible future purposes.

As shown by the results, interesting statistics about the switches and their interfaces

will be shown. We can use it to check their availability and compare the traffic between

interfaces, or to be informed about the different active flows transmitted between hosts.

These are one of the visualizations, among others, which will be grouped and represented

on dashboards.

Keywords: SDN, Monitoring, Network status, Real-time.
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CHAPTER1
Introduction

In this episode, in Section 1.1 we describe the motivations we had to make this project

possible. Then, in the following Section, 1.2, we explain the aims of the project.

Finally, in Section 1.3, we will depict the structure of the document.

1.1 Motivation

Telecommunication networks are always facing new challenges. The number of devices and

the quality of service are increasing every year, therefore, this also increases the amount of

traffic that is transmitted. According to experts [1], the number of new connected devices

rises every year, and it is expected to surge to 125 Billion by 2030. One of the possible

reasons is the implementation of 5G and IoT. The emerging IoT movement is impacting

virtually all stages of industry and nearly all market areas. These devices jump 12 percent

on average annually and global data transmissions are expected to increase from 20 to 25

percent annually to 50 percent per year, on average, in the next 15 years.

Additionally, an important role in this growth it is related to the expansion of Video-

on-Demand services, like Netflix, and video streams, replacing commonly accepted TV

broadcasting. All these facts indicate that there will be a huge amount of data in the
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CHAPTER 1. INTRODUCTION

following years and we should be aware of the problems associated with this.

There are two main approaches to solving this issue. The first one could be improving

link capacities, and we are trying to move from copper pair to optical fiber because of its

better capacities and less attenuation, by which transport of the information is improved.

However, even if this is improved there will always be physical limitations we can not

overcome.

The second one, is the implementation of SDN networks, on which the computer net-

working industry is focusing. This new standard allows for more flexibility when it comes

to managing the network. We can relive network elements depending on the current needs.

In conventional networks, changing traffic policies is more laborious and comes with higher

cost: each modification have to be individually injected. Besides, there is always a change

of possible incompatibility with other policies.

Software Defined Networks features have a big advantage over conventional ones. They

are based on a controller that plays the brain of the network, in which we can manage the

elements connected. Besides, one of the most remarkable characteristics is the separation

between the control layer and the data layer. Each node of the network is connected to

the controller and their communication with each other is possible thanks to Openflow

protocol, which is specially designed for this purpose and is becoming standard protocol for

the communication between the different elements of the system on SDN networks.

This superiority is being noted by the communication networks community. Accord-

ing to Cisco, one of the most important manufacturers in the field of networking, SDN

technology is considered to be the new generation networking paradigm because of its big

advantages like coordination and speed. Since policy modifications can now be easily and

quickly introduced, less time and effort is being spent on network management. As a result,

it’s expected to be a new way Telecom Companies operate their networks and this field will

be transformed in a few years.

For this reason, we will implement a monitoring tool for SDN networks, which that can

be of great use to network operators. They can apply it to their infrastructures and be aware

of the real-time status of their links and devices. This platform will be implemented and

designed to work on SDN networks, so there needs to be a network controller from which the

information can be extracted. Network operators will be able to use it to diagnose possible

problems, such as detecting the saturation of certain interfaces, among other applications.

2



1.2. PROJECT GOALS

1.2 Project Goals

For the purpose of developing the system mentioned in the previous section, the following

objectives are defined:

1. To define and develop a simulated small-scale SDN network with traffic between hosts.

2. To collect information from the controller and the sflow collector in order to get the

real-time status of the network devices and traffic.

3. To make use of this collected data to create visualization dashboards.

4. To reproduce use cases to review the good functioning of the tool for monitoring the

system.

1.3 Structure of the Document

The document is structured in 6 chapters.

In Chapter 1, Introduction, we make a general presentation and we announce the aim of

the project. Then, in Chapter 2, Enabling Technologies, we depict the tools and technologies

used to implement this project. To continue, in Chapter 3, Architecture, we describe

the proposed architecture explaining their elements. Next, in Chapter 4, Prototype, we

define the prototype considering the architecture explained previously. Then, in Chapter 5,

Use Cases and Results, we represent use cases to check the good functioning of the system

for a network operator. To finish, in Chapter 6, Conclusion, we show some conclusions and

possible future work.

3
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CHAPTER2
Enabling Technologies

To conceive this project defined below, we have taken advantage of several technologies

of which some have already been used in previous work by members of our research

community. The entirety of the project is embedded in Docker Containers, which fa-

cilities the possibility of moving the project from one host to another, just using the

same Docker Images. Definitely, with the use of Docker we add a grade of sophis-

tication, but we obtain more flexibility and adaptability. As a way to develop this

proposed system we applied technologies to implement a SDN network, such as Open

vSwitch and Openflow. In addition, we use technologies to collect, store and display

information from the network.

2.1 Introduction

In this second chapter of the document, in Section 2.2, first we describe the components

of the SDN networks, such as the switches, protocols and controller. Then, in Section 2.3

we explain the deployment environment in which the project is embedded. To finish this

Chapter, in Section 2.4 we illustrate the Big Data technologies used to collect, store and

represent the information from the network.

5



CHAPTER 2. ENABLING TECHNOLOGIES

2.2 Software Defined Networking

In this section, we describe the technologies used in the implementation of the SDN used

in the proposed system. First, we explain the main characteristics of these networks in

Section 2.2.1. Then, in Section 2.2.2, we define the SDN Architecture. Next, we offer an

explanation of the protocol used in the communications between controller and nodes in Sec-

tion 2.2.3. Then, we define the virtual switches used as nodes in our system in Section 2.2.4.

To finish, in Section 2.2.5, we go into detail about the different SDN controllers.

2.2.1 SDN paradigm and main characteristics

SDN has introduced a new paradigm in network computing for data network management,

where from a central controller we can manage the operation and configuration of network

devices. While in conventional networking each network element has its own control plane,

which is accessible through vendor-specific channels, in SDN the network elements lose their

”intelligence” in favor of a network controller which holds all the intelligence and the data

needed for the correct functioning of the network. This paradigm has become one of the

most important innovations in the computer networking field in recent years.

Software defined networks separate the control layer, which manages the network, from

the data layer where the traffic flows. Therefore, the management of the network can be

programmed because forwarding and routing uses a different plane.

Moreover, network elements can be activated and deactivated when needed dynamically,

depending on the specific use. These features increase the agility and the ease of admin-

istration, which is completely centralized. SDN simplifies the operation and design of the

network because of this centralization, instead of giving instructions to several devices with

diverse protocols we focus on the controller: This network administrator has a global view

of the status of the network, so it is easier to take decisions, being aware of the services

provided within it.

To conclude, we can say that SDN networks provide several advantages in different

practices: centralization, agility, dynamic activation of elements, ease of management and

design, and global view of the status of the network.

6
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2.2.2 SDN Architecture

The Figure 2.1, represented below serves as an example of the SDN architecture.

Figure 2.1: SDN architecture

1. The Application plane is open area to develop as much innovative application as

possible by leveraging all the network information about network topology, network

state or network statistics. There can be different types of applications, such as

networking configuration and management applications, network monitoring, network

troubleshooting, network policies and security, among others. These applications can

provide various solutions for data center networks for example. In the particular case

of this project we will be developing a monitoring application.

2. The Control plane is where the intelligence and logic of the network reside, and

where the control network infrastructure is defined. Here in this plane, a lot of business

logic is being written in controller to fetch and maintain different types of network

information, state details, topology details, statistics details, and more.

3. The Infrastructure plane is composed of various networking equipment, like routers,

switches and other network devices. It could be a set of network switches and routers

in the data center. This layer would be the physical one over which network vital-

ization would be installed through the control layer (where SDN controllers would be

placed and manage the physical network).

7
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2.2.3 OpenFlow

OpenFlow is considered the standardized protocol for SDN networks. It allows for the

communication between nodes and the controller itself, completely necessary for the good

functioning for a SDN network. This protocol works in the infrastructure layer, so it man-

ages the forwarding plane of an SDN switch, and its use allows us to move the network

control of the switches to the SDN controller software. OpenFlow implements packet rout-

ing, the most basic service in networking.

OpenFlow permits the network to be programmed based on flow traffic and is adapted

to the structure of traffic policies, which make possible the response to changes in real time.

A flow defines a set of matching rules and actions. This means that each incoming packet is

evaluated in order to match into a flow entry. The action indicated in the rule is performed

when a flow is matched with a table entry from the table.

Every switch has its own flow tables stored inside. Openflow protocol manages the

way in which the controller manages each flow table, for example by creating or deleting

flow entries, or by defining how long they live without being used. An SDN flow table is

composed of 3 main parts:

1. Fields: MAC source, MAC destination, IP source,IP destination, Destination port,

VLAN, etc.

2. Action: Behaviour of the traffic flow ( drop, send it to controller, send it by a certain

port...)

3. Data traffic statistics: Statistics as a counter that have to coincide with the rule.

Figure 2.2: Flow table example

8
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An example is defined in Figure 2.2, where we can look at the different fields of a flow

table and its action for each flow. If the field is filled with an * it means that any value is

allowed.

2.2.4 Open vSwitch

Open vSwitch is an open source virtual multilayer switch that supports the Openflow pro-

tocol, described in Section 2.2.3. It is commonly used in SDN environments and it fits

perfectly with our needs because it is designed to be controlled by an SDN controller. Open

vSwitch defines and deploys the nodes which will be acting as switches to interconnect

virtual hosts in our virtualized network. Whenever we mention ”switches”, it must be un-

derstood that we are not referring to the traditional concept of switch, a level-two routing

element, but to an element that implements rules on the 7 OSI levels entirely [2].

Open vSwitch can operate both as a software-based network switch running within a

virtual machine, and as the control stack for dedicated switching hardware. In our case we

use it in a virtualized approach.

Open Vswitch supports the following features: L2-L4 matching, VLANs with trunking,

Tunneling protocols such as GRE, Remote configuration protocol, Multitable forwarding

pipeline, Monitoring via sFlow, Spanning Tree Protocol, OpenFlow protocol.

In Figure 2.3 is represented the architecture of a Open vSwitch.

Figure 2.3: Open vSwitch Architecture
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Considering Figure 2.3, the daemon ovs-vswitchd is built with the view to control every

Open vSwitch switch defined in the local machine. It communicates with ovsdb-server,the

Open vSwitch database server, that provides interfaces to multiple databases ovsdb, where

there are stored in several configuration variables, for example Flow tables. Each switch

has to communicate with the SDN controller by an interface connected in the machine that

hosts the SDN controller.

2.2.5 SDN Controller

An SDN Controller is the application that acts as a strategic control point in a software-

defined network. Essentially, it is the “brains” of the network. An SDN controller manages

flow control to the switches,via southbound APIs, and the applications and business logic

‘above’, like monitoring tools, via northbound APIs, to deploy intelligent networks. Just

like the other elements of a SDN network, SDN controller uses OpenFlow protocol to com-

municate with switches.

Some of the basic tasks of a controller is to show every device connected within the

network and the capabilities of each, gathering network statistics, and other monitoring

functions. Extensions can always be inserted that enhance the functionality and support

more advanced capabilities.

Currently there are many commercial and open-source controllers available, some of

them are: Nox, Pox, Cisco APIC, NSX, Floodlight, ONOS, Opendaylight, Ryu, to name a

few.

The first SDN controller to be created was NOX, but we go into detail in the most

important the most and used: Opendaylight, ONOS and Floodlight.

Opendaylight: It is the open-source SDN controller that we use in this project. It

is the most complex and is inter operable with several different proprietary applications

and provides a flexible common platform underpinning a wide variety of use Cases. This

controller is able to manage networks of different sizes and we can integrate it with the

OpenStack due to its REST API.

ONOS: (Open Network Operating System) is an open-source controller that operates

in the control plane of a SDN network.The most important benefit of an operating system is

that it provides a useful and usable platform for software programs designed for a particular

application or use case. ONOS applications and use cases often consist of customized

communication routing, management, or monitoring services for software-defined networks.

The ONOS kernel and core services, as well as ONOS applications, are written in Java
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Floodlight: is an SDN Controller developed by an open community of developers,

many of whom are from Big Switch Networks, which uses with the OpenFlow protocol to

orchestrate traffic flows in a software-defined networking (SDN) environment

2.3 Deployment Environment

This project is deployed inside a simulation environment, which allows us to reproduce

the same characteristics and behavior in a small-scale sample. We can always move the

project to a bigger scenario after debugging and detecting possible errors that could affect

the behavior of the system.

2.3.1 Docker

Docker is the main environment in which the project is deployed. It is an open-source

tool designed to make it easier to create, deploy, and run applications by using containers.

Containers allow us to deploy each service in a different container.

We can say that it is a bit like a virtual machine, but unlike a virtual machine, it is not

created by a virtual operating system. Docker uses the same Linux Kernel as the system

that they are running on. This gives a significant performance boost and reduces the size

of the application. It is used as a lightweight virtualization mechanism at the operating

system level.

This service packaging is done through Docker images that contain the necessary infor-

mation to create a container with services inside. This means that we can deploy the same

environment in different hosts just using the same images. For this reason, Docker is very

useful and provides flexibility to our system.

These are the main components needed to understand the Docker Architecture:

• Dockerfile: Is a document where we define the content of a Docker image. Here we

find here the instructions needed to build this image, which are executed in sequence

as commands.

• Image: Is a file built to create a Docker container. We can create a local image by

using a Dockerfile, or downloading it from a repository stored on the Cloud.

• Container: Is an executable instance of a Docker image. A Docker container is the

virtualized environment used to provide a specific service.
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• Docker compose: Is a tool in which we execute a YAML file to run different con-

tainers in the same network.

The picture bellow is a diagram of the Docker architecture, with the elements described

before.

Figure 2.4: Docker Architecture

2.3.2 Mininet

Mininet is a network emulator which creates a network of virtual hosts, switches, controllers,

and links. Mininet hosts run standard Linux network software, and its switches support

OpenFlow protocol, described in Section 2.2.3.

Mininet provides an easy way to achieve correct system behavior and run real code

including standard Linux network applications as well as the real Linux kernel. Because

of this, the code developed and tested on Mininet, for an OpenFlow controller, modified

switch, or host, can move to a real system with minimal changes, for real-world testing.

This network emulator allows us to create, customize and share SDN networks prototype

while providing the adaptability to migrate to hardware.

Mininet provides an inexpensive network testbed for developing OpenFlow applications,

an extensible Python API for network creation and experimentation, multiple concurrent

developers with the possibility if working independently on the same topology, complex

topology testing, CLI for debugging and an easy use out of the box without programming.

The following figure describe perfectly what Mininet is:
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Figure 2.5: Mininet: Emulated network

For this reason, Mininet is our deployment environment to emulate a network. It pro-

vides the same behaviour as a hardware network, but in an emulated environment, which

we will be using inside a Docker Container.

2.4 Big Data Technologies

As Big Data Technology we make use of the Elastic Stack (ELK): Logstash , Elasticsearch

and Kibana. Logstash is a server-side data processing pipeline that ingests data from

multiple sources simultaneously, Elasticsearch is a search and analytics engine and Kibana

visualize data with charts and graphs. This combination gives us the mechanism to collect,

store and visualize data coming from the SDN controller and the sflow collector.

Figure 2.6: Elastic Stack
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2.4.1 Logstash

Logstash is a powerful open-source data collector with real-time pipelining capabilities. We

use Logstash as a tool to collect, process and forward events and log messages.

Logstash data collection is accomplished via configurable input plugins. Each applica-

tion has its own format to display these events. However, Logstash has the capacity to

adapt its input, with the use of different plugins, to reach and use the source of information

in different formats.

Once an input plugin has collected data, it can be processed by any number of filters

which modify the event data.

Finally, logstash make use of output plugins which can send the filtered events to external

programs, including of course, Elasticsearch.

As we said before, this tool is based on pipelines, that combine different kind of plugins

for inputs, filters and outputs:

• Inputs: An input plugin enables a specific source of events to be read by Logstash.

We have at our disposal many different plugins for different uses, some of the most

used are the following:

– Http Poller : Decodes the output of an HTTP API into events. We can set when

to periodically poll from the urls.

– Beats: Enables Logstash to receive events from the Elastic Beats framework.

– Syslog : Read syslog messages as events over the network.

– Heartbeat : Generates heartbeat events for testing.

– File: Stream events from files.

• Filters: A filter performs intermediary processing on an event. Filters are often

applied conditionally depending on the characteristics of the event. Some of the most

used are:

– Mutate: Performs mutations on fields, for example to rename, replace, merge,

etc.

– Grok : Parses unstructured event data into fields.

– Drop: Skip the event.

– XML: Parses XML into fields.

14



2.4. BIG DATA TECHNOLOGIES

– Split : Splits multi-line messages into distinct events

• Outputs: An output plugin sends event data to a particular destination. Outputs

are the final stage in the event pipeline.

In our use case we use the output to send the data to Elasticsearch.

2.4.2 Elasticsearch

Elasticsearch is a highly scalable open-source full-text search and analytics engine. It allows

us to store, search, and analyze big volumes of data quickly and in near real time. It is

generally used as a technology that powers applications which have complex search features

and requirements. It works with JSON records.

To better understand Elasticsearch and its usage it is good to have a general under-

standing of the main backend components:

• Node: A node is a single server that is part of a cluster, which stores our data, and

participates in the cluster’s indexing and search capabilities. They are identified by a

name which is random by default and is assigned at startup.

• Cluster: A cluster is a collection of one or more nodes that together holds your entire

data and provides federated indexing and search capabilities.

• Index: The index is a collection of documents that have similar characteristics. For

example, we can have an index for topology information, another for data flows...etc.

An index is identified by a unique name and we can define as many indexes as we

want to classify our data.

• Document: A document is a basic unit of information that can be indexed. This

document is expressed in JSON. Within an index, you can store as many documents

as you need.

• Shard and Replicas: Elasticsearch provides the ability to subdivide your index

into multiple pieces called shards. When you create an index, you can simply define

the number of shards that you want. Each shard is in itself a fully-functional and

independent “index” that can be hosted on any node in the cluster.
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Figure 2.7: Elasticsearch Arquitecture

Elasticsearch has an extra packet, X-Pack, which adds additional features. It is manda-

tory to provide a valid license to use these extra characteristics. There is also a 30 day trial

available to make use of it.

2.4.3 Kibana

Kibana is an open source frontend application that sits on top of the Elastic Stack, providing

search and data visualization capabilities for data indexed in Elasticsearch. Kibana also

acts as the user interface for monitoring, managing, and securing an Elastic Stack cluster.

We use Kibana for searching, viewing, and visualizing data indexed in Elasticsearch and

analyzing the data through the creation of bar charts, pie charts, tables, histograms, and

maps. A dashboard view combines these visual elements to be shared to provide real-time

analytical views of large data volumes.

Kibana offers its visualization through a web interface on port TCP 5601. However,

before starting to use Kibana, we must configure Elasticsearch and define an index pattern.

To understand how it works, these are the main features to explore and create dash-

boards :
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• Discover: Discover enables us to explore data with Kibana’s data discovery functions.

There is access to every document in every index that matches the selected index

pattern. It can submit search queries, filter the search results, and view document

data. Besides, it is possible to see the number of documents that match the search

query and get field value statistics.

• Time window: In kibana we can set a time window to view a specific data or to see

a large image of the information.

• Console interface: It allows the use of Developer Tools console (Dev Tools), in

which you can compose request to send to Elasticsearch and view their responses.

• Visualizations: There are different type of visualizations available to display our

data: Bar charts, Pie charts, tables, histograms...

• Dashboards: A dashboard is a collection of visualizations, typically in real-time.

Dashboards enable us to drill down into details and provide a quick view of visualiza-

tions.

In the Figure 2.8, represented below, we can see an example of a Kibana Dashboard.

Figure 2.8: Kibana Dashboard Example

As we can see, there are several visualizations grouped in a dashboarh. Therefore, it is

easy for the end user to look at all the information represented inside it.
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CHAPTER3
Architecture

In this chapter, we describe the architecture proposed in this project, including the

design phase and implementation. We have designed a system for monitoring an

SDN network. In order to perform it, we first need an SDN network and then, a

system to collect information from it.

First, we depict the modules that compose the proposed architecture, emphasiz-

ing the tasks implemented by each one. Then we describe the connection of these

subsystems, obtaining the complete architecture.

3.1 Introduction

In the first place, in Section 3.2, the architecture of the system developed in this document

is presented. Next, in Section 3.3 we describe the base of the project: an SDN network.

Then, in Section 3.4 we represent how the data is ingested in the collection system. Next,

in Section 3.5 an overview about the data processing subsystem and the tools involved are

described. To continue, in Section 3.6 we explain how data persists in the system. Finally,

in Section 3.7 we make clear how to represent this data in the visualization module.
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3.2 Architecture Overview

The general architecture of the system is represented in Figure 3.1. As we can see, the

project is embedded in a Docker environment and it is made of 5 layers that we explain

in this chapter of the document: an infrastructure layer, ingestion layer, processing layer,

persistence layer and the visualization module to display the processed data.

Figure 3.1: Overview of the general architecture.
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At the bottom of the architecture we have the infrastructure layer, in which we deploy a

network and generate traffic on it. As indicated in the figure above, the network is controlled

by an external SDN controller, and not the controller of the SDN network by default. In

addition, we have to use a sflow collector as an element to extract traffic information that

is not provided by the controller. The controller holds only information of the devices and

links of the network, but it does not have much information about traffic.

Then, we create a set of modules to collect, process and store information from the

controller and from the sflow collector.

Finally, we represent all the information in the visualization module, which we use as

the monitoring tool.

3.3 Infrastructure layer: SDN network

The infrastructure layer is the base on which the project is mounted. We need to create

first a scenario in which we can simulate real behaviour. To obtain these results we have to

use a network emulator because we don’t have the means and the capacity to create a real

one.

SDN network emulators provide their own SDN controller. In this project we use an

external SDN controller, in particular we make use of Opendaylight controller, listed and

detailed in Section 2.2.5.

It is one of the most used and with better characteristics in this field. In addition, it is

the largest open-source controller and a platform for customizing and automating networks

of any size and scale. Opendaylight controller has the intelligence to manage complex

networks and to be efficient against changes to the network.

To extract the information from it, we use the API REST available. We can make

queries and get the real time status of the links and the devices connected. Just in case it

needs to be used a different SDN controller, almost everyone has an available REST API

to extract information from it.

In Figure 3.2, we can see an example of a network created with an emulator, being C0

the default controller.
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Figure 3.2: SDN network created with network emulator.

3.4 Data Ingestion

The data ingestion layer is the plane in which we carry out the process of obtaining and

importing data for immediate use or storage in a database. This data is streamed in real

time, so data items are imported at periodic intervals of time.

Our goal is to extract information from the designed network. There are different

methods to implement this action. The first one is to extract data and network status

directly from the devices, such as switches or hosts machine, for example by obtaining

information and monitoring their interfaces directly. However, it is more arduous and we

do not take advantage of the SDN network. In addition, we would need higher computing

resources depending on the number network elements. This is the method we would use it

if we had a conventional network, but we have an SDN network instead.

This is why our method of extracting data is by taking advantage of the SDN controller.

It is not designed in the first place to be used as a machine to get information, but it is one

of their utilities via its Northbound API. However, due to controller limitations, we have to

extract traffic information from the switches of the network. The SDN controller does not

provide much information about flows and traffic, and this data could be very useful if we

add it to our visualization dashboards.

For this reason, we need to extract the main information from the controller, such as

the network and devices status, and also collect traffic data from switches via the sflow

collector. We need this hybrid approach to make our monitoring tool more complex and
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complete.

The method for extracting data from the SDN controller is by querying its Northbound

interface periodically, in which we can make use of the REST API. This Northbound in-

terface makes the connection possible and provides integration between the controller and

services or applications running over it. The procedure to obtain this information is based

on making specific HTTP requests via URLs to receive network information represented in

JSON format.

On the other hand, we need to extract not only devices and link status, but traffic

information. This process can be done in many ways because there are different systems

that can work as an sflow collector, for example Logstash and some SDN collector, such as

Opendaylight. However, it needs an external data base and this makes this process more

complex and less optimal to obtain the same results. For this reason, we decided to use a

specific application designed to collect and process sflow data. This application also has a

REST API which we can use to make queries and extract this processed data.

Summing up, we build the ingestion process using 2 mechanisms to obtain a more

complex data set. As we can see in Figure 3.1, we have two sources of data ingestion in the

system architecture. The first one collects data directly from the SDN controller through

its Northbound API, while the second one makes use of network nodes, which work as sflow

agents, to collect traffic information and send it to an sflow collector.

3.5 Data Processing

In this section we describe the data processing module, in which we transform and enrich

the information provided by the Data Ingestion Module, explained in Section 3.4.

Once we have the method to obtain real-time data by querying the SDN controller and

the sflow collector periodically, we have to treat and prepare this raw information provided

in JSON format. However, raw data usually tends to be noisy, and it usually has useless

and non-relevant information.

In order to do this, we can use Big Data software platforms, such as Logstash and

Elasticsearch. Using Logstash we can make use of several filters to extract only the fields

we need to build the monitoring tool. In addition, it can be used to index and classify high

volumes of collected data in order to simplify further classifications.

The goal of this activity is to make sure that end users can query for events and cor-

relations between fields, for example, a Switch and the its interfaces. Since the data is in

23



CHAPTER 3. ARCHITECTURE

JSON format, we have to be aware of the fields disposed in ”tree” format and which one

contains each other in order to build this relations between fields.

We only extract fields regarding the general status of the network, we discard the rest.

As we have previously stated, this data allows us to obtain a wide view of the current status

of the network. Depending on the use case, we can focus on specific areas of the network,

such as traffic statistics or link status.

3.6 Data persistence

The data persistence module is used to store the received information provided from previous

processes and modules. It is a central point where we can retrieve stored data when required.

This data can be used by the visualization module to build graphs and other kinds of

visualizations.

The visualization module interacts directly with the database. There is not any user

interface or the user involved with database interaction. Therefore, the end user of the

system can not make queries to this data store. In this case, the visualization module

interacts with the database and retrieves all required data by making specific queries, as we

can see in Figure 3.3.

Figure 3.3: Data persistence integration.

24



3.7. VISUALIZATION

This data persistence module provides an implementation of a repository in which it is

allowed to save, delete, find and search for objects stored.

We can make use of different systems that can work as a database, such as Elasticsearch,

described in Section 2.4.2, and which we use in this architecture playing the role of Data

Lake. However, we could use any other kind of database, but we take advantage of the

Elastic Stack. The only thing we have to keep in mind if we use Elasticsearch 2.4.2, is

that it has a different nomenclature compared to a relational database:

Figure 3.4: Elasticsearch and Relational database nomenclature.

3.7 Visualization

The data visualization module is basically a graphical representation of the processed in-

formation stored in the database. It has a visual content through which the end user can

understand the significance of data, since this data is not readable by humans. Neither does

it gives a good awareness of the network usage. Therefore, we consider that a visualization

module is needed in order to greatly improve the usability of the proposed system.

This module allows us to analyze a massive amount of information using visual elements,

such as graphs and tables. There are different types of visualizations that can help to

understand the behaviour of the network. Each type has a specific purpose, depending on

how we want to represent the data source.

The introduced monitoring system presents a user friendly interface and innovative

approach for network monitoring. This tool is important to examine the network status

and make it easier for the final user, so we can identify areas that need improvement

attention.
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As we explained before, represented in Figure 3.3, the unique data source of this module

is the database. The visualization subsystem collects data from this database and applies

graphic type to the data. Generally, the way we have to represent this information is by

dashboards, a visualization collection.

One of the possibilities considered in order to build this last element of the architecture

is the use of the Elastic Stack. This combination, mentioned in Section 2.4, is an appropriate

solution to implement and reach the results we need.

Kibana is the visualization tool provided by the Elastic Stack. It has a Web interface

in which we can build dashboards with the data stored in Elasticsearch. Since both are

elements of the Stack, they are specifically designed to work together. We can search, view

and interact with data stored in Elasticsearch indices and perform advanced data analysis

to visualize data in a variety of charts and tables.
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Once we have depicted the architecture in Chapter 3, we describe the implementation

of such architecture. We developed a network simulation in which we generate traffic

between hosts. Then, we implemented a data collector that extracts data from the SDN

network controller and the sflow collector, and stores the collected information in the

Data Lake, which was also implemented. Finally, we implemented the Visualization

module to work as a monitoring tool.

4.1 Introduction

In this chapter, we detail the implementation of the prototype for our monitoring tool.

First, we focus on the architecture of the prototype implemented in Section 4.2. Then, in

Section 4.3, we describe the design and implementation of the simulated network. Next, in

Section 4.4, we explain the selected SDN controller used in this project. Then, we describe

the specific data ingestion elements in Section 4.5. Next, in Section 4.6 we explain how we

process the data, which we store in our persistence module explained in Section 4.7. Finally,

in Section 4.8 we go into detail about the visualization module to build our monitoring tool.
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4.2 Architectural development

We have developed the architecture as we can see in the following full scheme in Fig. 4.1.

Figure 4.1: Overview of the prototype architecture using Docker containers.
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We have used Docker in the architecture deployment, due to its ability to provide flex-

ibility and isolation of the environment. Each module is running, without the hardware

requirements of a Virtual Machine (VM). In addition, we have used Docker-Compose to

build the project in the same docker network, in which we have six Docker containers

running simultaneously as we can see in the figure above.

We have focused on using the network controller as the data source to get information

about the status of the network, and we have chosen Opendaylight as the network controller

for this task. In addition, we use SFLOW-RT as the sflow collector to extract traffic and

flow information.

We use the Elastic Stack, previously mentioned in Section 2.4, to extract, process, store

and visualize the information of the network. The ingestion and processing task is done

with Logstash. The Data Lake has been implemented using Elasticsearch in order to allow

for a flexible indexing and storing of the data. Finally, Kibana has the function to represent

all this information in dashboards.

4.3 Infrastructure layer

In this section we describe the implementation of the network simulation. We use Mininet

as the tool to emulate and create our network topology. As we explained in Section 2.3.2,

we rely onMininet because it is widely used for these purposes.

For our particular scenario, we build a network with 5 switches and 5 hosts as a small-

scale telecommunication network representation. This scenario allows us to reproduce real

behaviour in which we can generate traffic between nodes. Each host has its own IP address

and the IP forwarding on the switch is available to make the connection possible between

them. These hosts will act as clients or servers in our network.

Mininet library ”Topo” was the base used to create a Python script in which we specify

the number of switches and hosts, and how they connect with each other. We execute the

following command to build the network:

mn –custom topo.py –topo mytopo –controller=remote,ip=10.0.1.12,port=6633

When we execute this command, we specify this python script to create the predefined

custom network. We also indicate the IP and port of the external network controller. This

IP target is the IP of the Docker container where we have the Opendaylight controller.

Here we can see the model of the network created in this project:
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Figure 4.2: Topology prototype.

The switches have a unique id and they are named with the name of the SDN protocol,

Openflow, followed by a numeric value starting from 1. For example, we can see that the

first one is Openflow:1.

Once we have the network mounted, we have to create traffic between hosts. For it, we

make use of Iperf as the tool to create a volume traffic between them. Fundamentally, we

have to indicate a host which works as a server, and another host that works as a client.

4.4 Control layer: SDN Controller

As we described in Section 2.2.1, the SDN paradigm requires the presence of a network

controller, which is considered the brain that takes over the network operation and has a

wide and centralized view of it.

Although Mininet provides its own SDN controller, we prefer to use Opendaylight as
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we explain in Section 3.3, due to its preferred features as a control layer. This controller in

particular is widely used in real world scenarios to study SDN networks.

One of the advantages provided by Opendaylight is an interface which allows the access

to the controller’s database. In addition, the Services Abstraction Layer (SAL) allows for

the representation of network elements as objects, which simplifies the configuration and

consulting of its data. For this reason, modules and APIs can be easily developed in order

to allow for network services and provide an easy access to data related to the network.

Opendaylight controller is configured in a way that distinguishes between 2 types of

information: Operational data and Configuration data. Operational data represents in-

formation on the current status of the network, such as link status or switch availability.

Extracting this type of data is fundamentally the aim of the collection system. The Services

Abstraction Layer (SAL) of the controller, mentioned previously, allows us to update this

data in real time by using reports.

On the other hand, we have configuration data. We are not going to focus on this type of

information. It is related to information which users push through REST API, for example

to specify a host name or table routes, and we are not pushing any specific configuration

for our purposes.

Apart from that, we have the Southbound interface of the controller which allows for

the communication between the switches and the controller through Openflow protocol,

mentioned in Section 2.2.3.

We are using Apache Karaf on Opendaylight to provide a friendly ecosystem for the

controller, for example by providing a command line interface and web console. Karaf is

an open source runtime environment which works on top of the controller. It allows us to

install features, such as a web interface and any other deployment supports that simplify

the management of the controller.

4.5 Ingestion layer

Selecting the data sources is one of the most important steps of the designing process. We

use Logstash as the tool to gather data from the network. As we explained before in Section

[3.4], we have two different data sources in our ingestion process: SDN controller and sflow

collector. Making these periodic requests requires the use of Http poller logstash input

plugging, mentioned previously in Section 2.4.1. We make these requests periodically to

ensure the system works in a near real-time.
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4.5.1 Opendaylight REST API

Opendaylight controller provides a REST API, which is used in this project to make queries

via http requests and extract information. We can obtain access to all the data structures

that have been defined in the controller. The aim is to get only data related to the network

status and discard the rest. This data retrieved comes in a JSON format and wil be

processed in the subsequent module.

In the first place we make this HTTP GET request:

http://10.0.1.12:8181/restconf/operational/network-topology:network-topology

The response to this query provides information related to the network topology. In

other words, we extract how the devices are connected to each other and also IPs and MAC

addresses from hosts and switches. In addition, we can find out the status and availability

of these hosts on the network. One of the utilities of this data is, for example, to build a

network topology diagram in our visualization module.

This a small piece of the information received in JSON format serves as an example:

Figure 4.3: Data received from HTTP request.

32



4.5. INGESTION LAYER

Besides, we also collect data from the inventory manager making this other request:

http://10.0.1.12:8181/restconf/operational/opendaylight-inventory:nodes

This second request provides detailed information about the nodes on the network. We

can find out how many interfaces per switch we have and how many packets and bytes

are transmitted and received on every interface on every switch. In addition, we have

data in reference to the availability of the links which connect the network elements. This

information is very useful to create tables and graphs to include in our monitoring tool.

4.5.2 SFLOW Ingestion

The second data source in the ingestion process is the extraction of sflow data. Firstly, we

have to indicate which switches on the network work as sflow agents. The sflow agents have

the responsibility of sending sflow traffic information to the sflow collector. Therefore, we

have five sflow agents because we have five switches in our network prototype. We have to

execute the following command on the mininet container to configure the mentioned sflow

agents on every switch.

sudo ovs-vsctl – –id=@sflow create sflow agent=eth0 target=10.0.1.16:6343 – set

bridge1 sflow=@sflow

Once we have defined the sflow agents and generate traffic within the network, we

make use of the sflow-rt REST API to make requests and ingest sflow traffic in our system.

However, before extracting, we have to push the format of the sflow datagrams, which means

that we have to indicate first the information we want to receive from the application. By

default it only sends information that we do not consider sufficient for our purposes. We

modify it by executing the following command via CURL:

curl -H ”Content-Type:application/json” -X PUT –data

’”keys”:”ipsource,ipdestination,tcpsourceport,tcpdestinationport”,

”value”:”bytes”, ”log”:true’ http://localhost:8008/flow/flowgraph-

pair/json

Now, we can retrieve information at each periodic request and get data we need related

to the active traffic on the network. There is information about IP source, IP destination,

port source, port destination and bytes transmitted per flow. With the use of the periodic

http request to the next URL, we are able to extract active flow information from the

sflow-rt collector.
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Once we have decided which sources we want to use in our model, we execute the

following command to make Logstash start extracting information by using its Http poller

plugin with the URLs mentioned previously:

bin/logstash -f pipeline/logstash.conf –path.data .

This command uses the logstash.conf file where we have all the mentioned configuration.

4.6 Processing layer

At this point, we have already decided and configured the data sources. We continue using

Logstash for this process. The raw information comes in JSON format, and we have to

select only the relevant fields and discard useless data. For example, since each node has

many flow tables, some of them could be empty or have outdated entries. For this reason,

we are exploiting the Logstash filter plugin capabilities to adapt the data for our monitoring

requirements.

The information is represented in a nested JSON. This means that the information is

disposed in ”tree” format and there are array positions containing more arrays. The process

of separating into different events these array fields is achieved by using the split logstash

plugin.

Figure 4.4: Split and Mutate filter.

In the example represented in Figure 4.4, we separate the array named ”link” into

different events. Therefore, we will have one event per position in the ”link” array referring

to each link on the network topology.
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Moveover, we use the mutate filter to add or modify fields. The path [network-

topology][topology][0][link][destination][dest-node] refers to a field that contains an object

with relevant information. Here is when we select the specific fields we want to add to our

system among the huge amount of JSON data provided. We will use these fields later to

create visualizations.

Almost every field is represented in String type by default. However, we can modify

its object type by using the convert option, one of the options provided by the mutate

filter. It is very commonly used for numerical values, such as the bytes received or the

bytes transmitted field. This process is required to be able to represent numerical values in

graphs.

Finally, we make use of the grok filter to extract unstructured fields represented in the

same line. In other words, we have to use this filter when there are several fields contained

in the same field space. We use it in this project to extract fields contained into the sflow

datagrams.

4.7 Persistence layer

Now that we have two modules to ingest and process network information, we need the

implementation of the Data Lake to add persistence functionality to the system. Therefore,

the aim of the persistence layer is to store documents received from previous processes. In

order to do it, we make use of Elasticsearch. As we explained in Section 2.4.2, Elastic-

search is an open-source application which stands out for its availability and flexibility on

integration with the Elastic Stack.

Before receiving this data into Elasticsearch we have to specify first in Logstash the

different indexes to classify the information. We have three indexes, one for each type of

information: Nodes, Topology and Flows. We specify it on the logstash outputs.

We can access Elasticsearch on localhost port 9200, where we can look at the information

received and consequently stored inside. For instance, we can look into detail the JSON data

structured in ”tree” format, to ensure how the fields are disposed for further processing.

Besides, it is possible to make specific queries to Elasticsearch by using the REST API

provided. For example, we can search for information related to a particular index or delete

the information stored.
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4.8 Visualization module

This is the last conceptual layer which allows the end user to deepen the processed infor-

mation and interact with it in different graphs. We use Kibana, mentioned in Section 2.4.3,

for this process.

It provides a web interface where we can retrieve and show data stored in Elasticsearch.

This interface offers end users the ability to make a query in any field by typing the interested

value. The search results highlight the values found within all the documents in the time

range selected.

One of the best characteristics of Kibana is that we can save searches. In other words,

we can create our own search by selecting or discarding the fields we need from a list of

available fields, which we have defined previously in the processing module. This is very

interesting when we have to create visualizations because sometimes we only need specific

fields and these saved searches make it easier.

4.8.1 Kibana Network Pluging

Additionally, we have installed a Kibana plugin used for the network topology representation

in our monitoring tool. Unfortunately, the official visualization to represent networks in

Kibana is only available in a paid version. This is why we have to look for other alternatives

like this plugin [3].

This plugin has the same functionality and we can create a network topology visualiza-

tion using the data provided by the controller.
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Once we have developed the required modules of the proposed architecture, we run

traffic and network simulations to collect and process data. After that, we represent

all the information in the form of visualizations for a possible end user that needs to

monitor an SDN network.

5.1 Introduction

In this chapter, we are going to evaluate the results obtained in our system. First, in

Section 5.2, we are going to show two dashboards referring the network status Then, we

present some use cases of our monitoring tool in Section 5.3.

5.2 Results

We have implemented a monitoring tool for SDN networks using Kibana. The results are

shown in two dashboards. The first one, General Dashboard, includes a general view of

the status of the network. In addition, we have the Specific Dashboard, in which we can

be informed on traffic volumes on a specific switch and its interfaces.
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5.2.1 General Dashboard

This is the main dashboard in which we represent vital information about the network.

Firstly, we show a topology diagram made with the network plugin mentioned in Sec-

tion 4.8.1 and shown in Figure 5.1.

Figure 5.1: Topology.

As we can see, it matches with the proposed topology represented in Figure 4.2. We can

zoom in and zoom out, so we can read the label of every device. This network representation

changes if a modification on the network topology is detected, for example if we shut down

one of the hosts. Below it, we have this table in which we can check the availability of the

hosts represented and their IP and MAC address:

Figure 5.2: Hosts availability.
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In addition, we have this other visualization by its side where the switches and the

number of interfaces connected to each one are shown:

Figure 5.3: Interfaces per switch.

In this particular case, there is the same number of interfaces per switch and the pie

chart looks symmetric. On the right, there is a legend information list which explains the

visualization by itself.

This dashboard also includes information related to traffic flows. This information comes

from the sflow collector, and we consider it vital in a monitoring tool.

In this particular example, we have generated traffic using Iperf, installed previously in

the network container. Specifically, we have generated two TCP traffic flows. Therefore,

there are two symmetric flows, because TCP sends ACKs for confirmation.

Regarding this information there are four visualizations:
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Figure 5.4: Flows information.

In the top left corner we can check the total flows per switch by looking at the bar chart.

Just to its right, there are the active flows being transmitted within the network. As we

explained before, there is one for each TCP traffic flow and their confirmation.

In the bottom left corner, we have represented the traffic flows over time. Is is possible

to zoom in and zoom out changing the time window. To its right, there is a pie chart to

show the active flows and their IPs in which we can check the amount of traffic for each

flow. The inside swept circle represents the IP source, and the one from outside the IP

destination. This information is shown by hovering the cursor over the area.

Finally, there are two more visualizations, illustrated in Figure 5.5. The first one, shows

a representation revealing the relation between packets looked up and packets matched per

switch. In this particular case, the relation is almost the same and nearly every packet

matches in a switch. The proposed network is not connected to the Internet, and the traffic

generated within it is locked inside. This is why almost every packet matches.

Next to it is the last representation in this dashboard. It shows a table containing data

related to link and interface status. Therefore, we can check link availability in real time.
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Figure 5.5: Packets look up/matched and link availability.

As a consequence, this dashboard gives the end user a general view of the network status.

There, the essential information we could retrieve from the SDN controller and the sflow

collector are shown in it, such as topology, traffic or host and link availability.

5.2.2 Specific Dashboard

This second dashboard represents information related to the volume of traffic. The idea of

this dashboard is to first choose a specific switch. We can select one of them by clicking on

the table or one of the bars in the bar chart. When we select a switch, a filter is applied to

all the information, so now we only have information about that particular switch. However,

the information from every switch will be shown if we do not select anything, as we can see

in Figure 5.6.

Figure 5.6: Total bytes received and transmitted.
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Here we can check the number of bytes received and transmitted per switch. The chart

on the right shows the same information represented in the table, but displayed in a bar

chart. Therefore, we can see the relationship and compare both numbers easily.

The next visualization shows the traffic volume per interface. This is why we should

select one switch at the beginning, so we can delve deeper in this specific switch and check

its interfaces. Alternatively, is it possible to apply other filters so we can compare different

switch interfaces.

This particular dashboard, and especially these kinds of visualizations can be used de-

pending on the needs of the end user by applying filters to the information disposed.

In the next figure we have an example of switch Openflow:4 and its interfaces:

Figure 5.7: Bytes received and transmitted on Openflow:4 interfaces.

There is also an additional bar chart where we show the packets transmitted and re-

ceived. It maintains the same relationship than bytes transmitted and received, since pack-

ets are composed of bytes.

In addition, we add a table showing this information. In Figure 5.8 we illustrate an

example of the table in which we display the information numerically. We gather the

information from the two visualizations so that we can compare them numerically.
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Figure 5.8: Bytes received and transmitted per interface.

Finally, we make use of two more visualizations where we can look at the fluctuations

in traffic transmitted and received. It is possible to zoom in or zoom out so end user can

focus on a specific time window.

Figure 5.9: Traffic variations.

5.3 Use Cases Examples

In this section, we expose some uses and applications of the proposed system. The end user

of this monitoring tool, such as network operators, can use the system for many purposes.

We describe a few of them. However, there are multiple uses for this monitoring tool,

depending on the uses the end user wants to give it. For instance, knowing the topology,

traffic flows or host availability, to name a few.
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5.3.1 Detection of link failures

The first test consists of simulating a link failure. The system must detect this failure and

show it on the visualization module. Therefore, the end user can find out that link is not

prepared to transmit or receive traffic.

In the first place, we have to indicate that one link must stop working on our emulated

network . We choose the link that connects host H1 to switch S1. We have to execute the

following command on mininet CLI to achieve it:

link h1 s1 down

We can observe the results in Figure 5.10. After executing this command, h1 became

unreachable.

Figure 5.10: Link down.

Now, if we look at the visualization module, we can observe that interface s1-eth1 is

not available on the network.

As we can see in Figure 5.11, the system uploads the information represented in real

time, so we can be aware of any possible modification in the network.
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Figure 5.11: System detecting link failures.

5.3.2 Detection of overloaded interfaces

One of the most interesting applications is to study the possible overload on interfaces. It

may be the case where one link is very overloaded and another barely used. In these cases

we can look at the traffic graphs represented in the specific dashboard and compare the

traffic transmitted or received in the switches interfaces. For instance, this might happen

on more complex networks. By looking at the bar chart we can check if any interface is

not being used. This information is useful to find out if we have some troubles when we

generated our topology. For instance, we can look at Figure 5.7 and realize that interface

3 is not receiving almost any traffic. We should check this link in our topology and maybe

make some changes when proceeding. This can be scaled to other situations and other

network models.

In addition, with the numeric information provided in tables, we can find out the volume

of traffic per switch, and see if any of them is working more than the others. Of course, we

should combine this information with our topology design.
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5.3.3 Acknowledgement of traffic flows

It is very important to be aware of the traffic on the network. With this monitoring tool

we can detect how many flows are being transmitted on the network, and also which IPs

are involved in them.

In the following test, we generate traffic simulating a possible situation in the network.

Our fifth host, h5, plays the server role while h1,h2 and h3 are playing the client role.

In other words, three symmetric flows have to be directed to our server h5 and the system

must illustrate this information.

Regarding this information, in the first place we have to look at the General Dashboard.

As we can see in Figure 5.12 there are 3 symmetric flows pointing to h5 (10.0.0.5). The red

color on the pie chart represents h5 as the main target declared in this test.

Figure 5.12: Traffic test.

Besides, since we have generated a considerable amount of data, we can look at the

specific dashboard and check that around 12:13 P.M there was a traffic peak. Both graphs

look almost symmetric, because this network model has no outside connection and the bytes

transmitted on one side are received on the other.
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Figure 5.13: Traffic peak.
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CHAPTER6
Conclusions and Future Work

In this project, we have proposed and prototyped a solution for monitoring SDN net-

works. The implementation has been possible by making use of network emulation

tools and big data technologies. In this chapter, we present the conclusions obtained

from such work and propose possible research lines for the future.

6.1 Conclusions

New technologies such as SDN provide a number of benefits in the virtualisation and man-

agement of network services. For this reason, monitoring these kinds of networks is essential

and it allows us to detect faults, watch out for performance and works as a way to guarantee

quality of service.

Once we have emulated a SDN network with an external controller and added an sflow

collector to our system, we have to select adequate data sources and process the information

collected. Then, we start creating visualizations which will be grouped in dashboards. As a

result, the end user has to be able to interact with them and be informed about the network

operation and status in real time.

49



CHAPTER 6. CONCLUSIONS AND FUTURE WORK

To perform this project, we have taken advantage of different technologies, mentioned

and explained in Chapter 2. Then, we have designed an architecture and we have im-

plemented a prototype using these technologies, such as Docker, which embed the whole

project.

Finally, we have illustrated the results by representing the collected and processed infor-

mation in interactive dashboards and we have done some tests to show the good functioning

of the system. We demonstrated that the proposed monitoring tool works in real time for

SDN networks, and therefore we fulfilled the purpose of the project.

6.2 Future Work

Although this project meets its goals, it is always possible to implement new functionalities

and improve it. The main objective of a monitoring tool is to alert the end user about a

possible failure. This could be one of the possible future improvements to the system, since

the initial aim of the project does not cover this functionality.

When the monitoring platform detects, for example, a link failure, we would like to

be informed about it. The system should send an email to the administrator containing

this information, especially what happened and when, so the network administrator can

be aware of the problem without looking at the dashboards. As we mentioned before, this

implementation could be a whole other project and is not covered in the initial objective of

this one, but it is a well-founded initiative we could implement in a future work.

On the other hand, this monitoring tool could be part of a much bigger system, for

example in which it could be possible to self-manage telecommunication networks based

on different artificial intelligence and self-decision systems. We could collect information

that helps those systems make their decisions. For instance, if a residential area holds

more connections, we have to keep in mind the switch that holds these connections is more

susceptible to underwent a overload. As we said, the proposed system in this document

could be part of a big project that combine several variables to help making decisions, and

therefore, to self-manage SDN networks.
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APPENDIXA
Impact of this Project

Computer networks are present in almost every aspect of our everyday life and we

depend on their good functioning. In fact, we could say that computer networks are

big part of our life and simplify global communication. Almost every company needs an

network infrastructure to provide their services. Therefore, we need a system always

available, and try to avoid a lost of service. For this reason, the proposed system is

useful for being aware of failures than could affect the network operation.

In this appendix, we explain the social, economic, environmental and ethical im-

plications of such system.

A.1 Introduction

In this appendix, we consider the social, economic and environmental impact that this

project could have in Sections A.2, A.3 and A.4, respectively. Besides, we deal with the

possible ethical and professional implications of such project in Section A.5.
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A.2 Social Impact

Faults on computer networks could have a serious impact in our everyday life. If we are

relaxing and making use of a computer network, for example, consuming any type of content

on the Internet like video-on-demand services, a computer network failure could affect our

stress levels. This could also affect our work, if we lose connection to the internet, it is

possible that the affected person could not be able to continue working.

We have to remark also the possibility of the creation of new jobs related to the deploy-

ment and maintaining of systems like the one developed in this project, and the creation of

jobs related to the extension and developing of the mentioned system. As we explained in

Section [6.2], there is still work to do to improve this project.

A.3 Economic Impact

Especially, the principal economic impact of this project affects the availability of service.

Therefore, it could affect a possible lack of trust in the provider of such service and a

probable lost of income at the company.

Thanks to monitoring tools we can check the status of the network and their devices

connected. If we provide a good quality service, it is probable that more clients want to

join and spend their money on internet services. In addition, if we detect failures there will

be a technician hired to fix it and maintain the network, and therefore it improves economy

creating jobs.

We can now develop applications that will work in any computer network and trust in

the network infrastructure.

A.4 Environmental Impact

There are several situations that could affect computer networks. For this reason, moni-

toring networks is essential to detect this possible failures in time. However, the proposed

system does not have big environmental impact. At least, we could say that it spend elec-

tricity, because it is run inside computers, and therefore consume energy that comes with a

possible contamination of the environment. For instance, if we run this monitoring tool in

thousands of computers we will spend a lot of energy, and if that energy is generated with

petrol, it will be pollutant to the environment.

iv



A.5. ETHICAL AND PROFESSIONAL IMPLICATIONS

A.5 Ethical and Professional Implications

The ethical implications of this project are basically the ethical implications of collecting

data from the network controller about every switch on the network, and knowing the IPs

involved in traffic on it. This could affect the confidentiality of the information, since we can

find out the IP from source and from destination within the network. All this information

is stored in our database, and it is very easy to search for data related to a specific IP. In

this field there is always a controversy with the collected data, and who can access to it.

However, we use this information just to be informed and not to any unethical issues.

Finally, there is also a professional implication because there could be people hired just

to maintain and fix network issues or improve the proposed system. As we mentioned before

in the economic impact, this could create jobs. There is always some aspects that can be

improved, and therefore people hired to work on it.
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APPENDIXB
Cost of the System

There are some cost related to the design and development of this project, most of

them associated with the salaries of the developers or hardware needs. Besides, we

would also need money for licences in case we want to commercialize our software.

We would also have to be aware of taxes, since it is something we put available in the

market for selling.

B.1 Introduction

The objective of this appendix is to evaluate the possible expenses caused by the develop-

ment of this system Firstly, we depict the costs in the hardware needed for our system to run

in Section B.2. Then, we estimate the costs related to the personnel needed to implement

and maintain this project in Section B.3. Next, in Section B.4 we specify the funds needed

for software licences. Finally, we have in consideration the probable taxation involved in

case we want to sell this software in Section B.5.
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B.2 Physical Resources

In order to run our system, we need a powerful computing machine, sufficient enough to

run every module contained in a docker container. To develop this system we made use of

a computer with the following characteristics:

• CPU: Intel i7 processor

• Hard Disk: 500 GB

• RAM: 8 GB

• SO: Ubuntu 18.04

After developing the project in this machine, our experience is that maybe we would

have needed more RAM memory. We need memory to run with good quality several docker

containers at the same time, 8 GB is sufficient but we would recommend at least 16 GB.

The average cost of a machine with this features is around 1000e in the market. We

need good computing resources to run the whole system. The cost will rise, but also the

quality of the service this project provide.

B.3 Human Resources

In this section, we estimate how much time we spend in the designing and development

process, and therefore how much would it cost to implement it. We make a prediction using

the average salary of a Software developer to calculate costs.

We estimate around 400 hours of work spent on the project, estimating 28 weeks, 4

times a week, and 3-4 hours per day. We should keep in mind the hours when searching

for information, designing the prototype, writing code, test the result and solve errors.

Besides, we had to print that information in a document and we spent around a month on

it. However, we do not include that amount of time in costs.

The average salary of a junior developer is around 1500 euros/month. Therefore, keeping

in mind the hours mentioned before, developing this prototype would cost around 5500e.

In addition, there has to be personal to maintain the project and this would add around

20000e/year if we hire a full-time engineer for this purpose. However, these are wide

approximations, and the cost would vary in reality.
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B.4 Licences

Most of the software used in the developing of this project is open-source software, such as

Docker or the Elastic Stack and therefore there are no cost in licences. However, we could

pay Kibana and Elasticsearch paid versions, and this implies 712 dollars per year. This

extended version provide new visualizations, such as the one to create a topology diagram,

but we made use of an external Kibana plugin to achieve similar results.

B.5 Taxes

In the case we want to sell the software developed in this project, we would have to add

taxes costs. According to [4], there is a tax of 15% over the final price regarding the Spanish

law. Therefore, using the previous estimations, the final prize would be 6325e with taxes.
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