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Resumen

La simulación social consiste en modelar el comportamiento de las personas con métodos

computacionales. Estos modelos permiten a los investigadores explicar fenómenos sociales

y analizar cómo las personas interactúan entre ellas en determinadas situaciones.

Además, la simulación social proporciona información que puede tener diferentes inter-

pretaciones y utilidades. Por ejemplo, permite ver cómo las personas se comportan y se

mueven en la evacuación de un edificio o cómo vaŕıa su consumo energético. Todos los datos

obtenidos de la simulación pueden ser interpretados, pudiendo saber cuál es la forma óptima

de diseñar un edificio en función de las necesidades de evacuación o hacer una estimación

de la enerǵıa consumida, aśı como de la variación de temperatura.

Existen diferentes herramientas para analizar, de forma numérica, el comportamiento

de las personas en interiores de edificios. Sin embargo, existe la creciente necesidad de

visualizar estos comportamientos en un entorno 3D. Esto proporcionará la oportunidad de

analizar los resultados de la simulación de una forma más sencilla e intuitiva, ya que será

más simple y rápido encontrar soluciones a los posibles problemas. Aśı, poder visualizar en

un entorno 3D el comportamiento humano permitirá obtener una información valiosa.

Por consiguiente, el objetivo de este proyecto es diseñar y desarrollar una herramienta

que permita visualizar un entorno 3D en el que haya personas interactuando entre ellas.

Esto proporcionará una forma muy útil de analizar diferentes situaciones. Para ello se

utilizará Three.js, la cual es una libreŕıa para visualizar y animar entornos 3D.

Esta herramienta creará un modelo 3D del interior de un edificio con diferentes objetos,

donde será posible observar personas haciendo diferentes actividades. Todo esto será muy

útil porque dará la oportunidad de ver como diferentes aspectos vaŕıan dependiendo del

comportamiento humano, como la variación de la temperatura de una habitación cuando no

hay nadie en ella o cuando está llena de gente. Además, otro aspecto que podŕıa analizarse

seŕıa el consumo de enerǵıa, ya que podŕıa representarse cómo vaŕıa el consumo en función

del estado de los dispositivos, encendido o apagado, cuando no están siendo utilizados.

Palabras clave: Simulación Social, Agente, Three.js, JavaScript, Visualización, Inte-

riores, 3D.
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Abstract

Social simulation consists of modeling social behavior with computational methods. These

models allow researchers to explain social phenomenons and to analyze how people interact

with each other in specific situations.

In addition, social simulation provides information that can be interpreted in a lot of

ways and have different utilities. For example, it allows to see how people behave and move

in the evacuation of a building or to see how its energy consumption varies. All the data

obtained from the simulation can be interpreted in order to know which is the best way

to design a building according to evacuation needs or to make an estimation of the energy

consumption as well as the temperature variation.

There are different tools that analyze people behaviors inside buildings in a numerical

way. However, there is an increasingly need of visualizing these behaviors in a visual form,

that means, in a 3D environment. This will give the opportunity to analyze the results of

the simulation in an easier and more intuitive way because it will be simpler and faster to

find solutions for possible problems. Thus, being able to visualize in a 3D environment the

human behavior will allow, in a very easy and simple way, to obtain very valuable data.

Consequently, the objective of this project is to design and to develop a tool that al-

lows to visualize a 3D environment in which there are people interacting with each other.

This will provide a very useful and helpful way to analyze different situations. For this

purpose, Three.js will be used, which is a JavaScript library to visualize and to animate 3D

environments.

This tool will create a 3D model of a specific building interior with its different objects

and in which it will be possible to observe people doing several activities. All this could be

very useful because it will give the opportunity to see how different aspects vary depending

on human behaviors, as the temperature variation of a room when nobody is in it or when

it is plenty of people. Furthermore, other aspect that could be analyzed is the energy

consumption, as it could be represented how energy consumption varies according to the

state, on or off, of the devices when people are not using them.

Keywords: Social Simulation, Agent, Three.js, JavaScript, Visualization, Indoor, 3D.
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CHAPTER1
Introduction

In this chapter, the context where this project takes place as well as its goals and the

structure of this document are going to be presented.

1.1 Context

Social simulation consists of modeling social behavior with computational methods. It

is focused in the processes, mechanisms and behaviors that build the reality. There are

different types of social simulation, being agent-based simulation one of them.

Agent-based social simulation consists of modeling how the agents interact with each

other. These models allow researchers to explain social phenomenons and to analyze how

people interact with each other in specific situations [6].

In the GSI DIT research group, a software called UbikSim [4] for visualizing social

simulations in a 3D environment has been developed. The problem of this software is that

it is obsolete because it is based on SweetHome3D [19], which in turn is based on Java3D

[18].

Sweet Home 3D is a free interior design application that helps people draw the plan of
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CHAPTER 1. INTRODUCTION

their houses, arrange furniture on it and visit the results in 3D [19]. It is based on Java3D,

which is an application programming interface used for writing three-dimensional graphics

applications and applets [18].

Java3D is outdated and abandoned. Furthermore, UbikSim has only a desktop applica-

tion, so it is no available online. Thus, there is the need to search for a solution of these

problems.

This project is born from the need to solve these problems. It will allow to visualize

the results of a social simulation in a 3D environment. Furthermore, this will give the

opportunity to analyze the results of the simulation in an easier and more intuitive way

because it will be simpler and faster to find solutions for possible problems. For this

purpose, Three.js will be used, which is a JavaScript library to visualize and to animate 3D

environments.

In addition, a software called SOBA [13] has been developed in the GSI, which is a

Simulator of Occupancy based on Agents. Nevertheless, it only enables to visualize the

results of the simulation in 2D, which means that it will be very useful to visualize in a 3D

environment the results of it.

1.2 Project goals

The main goal of this project is the development of a tool that allows users to visualize a

3D environment in which there are people interacting with each other. Therefore, it will

allow to other simulation tools to visualize the result of their simulation.

This main goal can be divided in different tasks:

• Generating the building in which the simulation takes place.

• Representing the agents.

• Visualizing the movement of the agents.

• Combining the social simulator with the representation tool.

• Representing agent’s sentiments.

• Representing lights on and off.

• Setting or modifying simulation’s parameters.

2
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1.3 Structure of this document

In this section, a brief overview of the chapters included in this document is provided. The

structure is the following one:

Chapter 1 is the introduction of the project. A description of the context in which the

project is developed and its main goals is presented in it

Chapter 2 provides a description of the main technologies that are used in this project

and justifies the use of them.

Chapter 3 explains the architecture of this project. A global vision about the archi-

tecture and all its components in detail will be presented.

Chapter 4 presents different study cases that can be applied to this project.

Chapter 5 describes the conclusions, the achieved goals, the problems encountered

during the development of this project and the future work.

3
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CHAPTER2
Enabling Technologies

2.1 Introduction

In this chapter, the technologies used in this project are going to be introduced. Firstly, it

will be explained SOBA [13] and CESBA [9], the tools that will provide the parameters of

the simulation. Secondly, it will be introduced Blueprint3D [1], which is the technology used

to represent a 3D environment. Finally, the tools used by Blueprint3D will be described,

such as TypeScript [2], Grunt [5], Three.js [8] which is a JavaScript library for represent

and animate 3D environments and Blender which is a 3D creation suite.

2.2 SOBA

SOBA is a Simulator of Occupancy Based on Agents useful for developing studies and

researches based on social simulation, mainly in buildings. In order to configure the simula-

tion, the behaviors of all types of occupants, a physical space and agents that interconnect

between each other and with the occupants have to be declared. The simulation and results

can be evaluated both in real time and post-simulation [13].

SOBA, which is based on Mesa [12], will be used as the source of the parameters that

5
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are going to be represented. It will run the simulation and generate a log with the agents

behavior. This log will be interpreted and will define all the parameters of the representa-

tion.

2.3 CESBA

CESBA is a Crowd Evacuation Simulator Based on Agents [9] useful for developing studies

and researches of building evacuations and it is based on Mesa [12].

This software allows users to know, through agent-based social simulation, how people

react in case of fire and how they search the nearest emergency exit. It models how people

act in their work place and how a fire is originated. Furthermore, it studies affiliation models

in order to understand how people behave when a relative is also in the evacuation.

CESBA, as SOBA, will be used as the source of the parameters that are going to be

represented. It will allow to visualize a simulation of a fire evacuation in a building. Being

able to visualize the simulation in a 3D environment will allow to obtain more valuable data

and analyze the situation in an easier way.

2.4 Blueprint3D

Blueprint3D is a customizable application that lets users to design an interior space such as

a home or an apartment [1]. Moreover, it enables to modify the distribution of the rooms

and the location of the items.

In this project, it is used to represent the 3D environment where the simulation takes

place and it is modified to represent as well the agents and their behavior.

This tool is written in TypeScript, built on Three.js and it runs in a web browser making

use of a local server such as Python’s built in webserver.

It contains an example directory in which there is an application built using the core

Blueprint3D JavaScript building blocks. Furthermore, it adds html, css, models, textures

and more JavaScript to tie everything together.

The core of Blueprint3D is made up of the following components:

• Core: basic utilities such as generic functions.

• Floorplanner: 2D tool for editing the floor plan.

6
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• Items: various types of items that can be located in different rooms.

• Model: data model that links the 2D floor plans with the items in it.

• Three: mainly the 3D view controller. It manages the camera and item placements

controls.

Figure 2.1: Blueprint3D

2.5 Three.js

Three.js is a JavaScript library for creating and displaying animated computer 3D graphics

in a web browser. It was first released to GitHub in 2010 by Ricardo Cabello (mrdoob) [14]

and nowadays it has around 800 contributors.

To display the animated computer 3D graphics is needed a browser where you can open

an html file in which the Three.js script it is executed. In that script, it has to be declared

a scene, a camera and a renderer so we can render the scene with the camera [7].

• Scene: all the things that are going to be represented are added here.

• Camera: there are a few different cameras in Three.js and they display the part of

the scene that is wanted to be represented.

• Renderer: to actually render the scene is needed what is called a render loop. It will

draw the scene 60 times per second, using instead of JavaScript’s function setInter-

7
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val(). The advantage of this is that if the users navigate to another browser tab, it

pauses not wasting computing resources.

The following code is an example that shows how to add a cube to the scene [14].

Listing 2.1: Three.js example code

var geometry = new THREE.BoxGeometry( 1, 1, 1 );

var material = new THREE.MeshBasicMaterial( { color: 0x00ff00 } );

var cube = new THREE.Mesh( geometry, material );

scene.add( cube );

As it can be seen, first of all the geometry which contains the vertices and faces has

to be defined. There is a considerable number of different geometries available in Three.js

library. Secondly, the material which color the geometry has to be determined. It is an

object of properties that is applied to the geometry, but in this example is only defined the

color attribute. Thirdly, the cube is created and it is the type of mesh. A mesh applies a

material to a geometry. Finally, the cube is added to the scene and it will be represented.

In addition, Three.js also allows the animation of 3D models. The animation could be

the cube rotating as well as a man walking.

2.6 TypeScript

TypeScript is a language for application-scale JavaScript. Moreover, it adds optional types,

classes, and modules to JavaScript. In addition, it supports tools for large-scale JavaScript

applications for any browser, for any host, on any OS. TypeScript compiles to readable,

standards-based JavaScript [2].

TypeScript starts from the same syntax and semantics that millions of JavaScript devel-

opers know today. It uses existing JavaScript code, incorporate popular JavaScript libraries,

and call TypeScript code from JavaScript.

There are two ways of using TypeScript tools:

• Installing in Visual Studio TypeScript’s plugins.

• Installing through npm.

8
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2.7 Grunt

Grunt is a JavaScript task runner to automate repetitive tasks with a minimum of effort.

This tasks could be minification, compilation, unit testing, linting, etc. All this tasks can be

configured through a Gruntfile and executed using a command-line interface. It is written

in Node.js and distributed via npm [5].

To prepare a new Grunt project is needed to add two files to your project:

• Package.json: This file stores metadata of the project and is used by npm. Grunt

and Grunt plugins has to be listed as devDependecies.

• Gruntfile: This file configures or defines tasks and load Grunt plugins.

2.8 Blender

Blender is the free and open source 3D creation suite. It supports the entirety of the

3D pipeline—modeling, rigging, animation, simulation, rendering, compositing and motion

tracking, even video editing and game creation [10]. Its initial release was in January 1995.

It is cross-platform and runs in Linux, Windows and Macintosh. In addition, there

is a Three.js exporter add-on which allows the exportation of 3D models ready to add to

Three.js.

In this project, Blender is used to create and modify some 3D models and then export

them to Three.js.

9
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CHAPTER3
Architecture

3.1 Introduction

In this chapter, the architecture of this project is going to be explained. Firstly, it will be

presented a global vision about the project architecture, identifying all the modules that

compose it and illustrating an overview of how they are linked. Finally, it will be described

all the modules in detail, explaining all their components and how they interact between

each other.

3.2 Overview

In this section, the global architecture is going to be presented, describing the main modules

that compose it. Fig. 3.1 shows an UML diagram that represents the architecture of this

project.

The following modules can be identified:

• Batch module: this module is in charge of collecting the data proportionated by the

user, such as the floor plan, the rooms assignation and the movement of the agents.

11
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• Model generator: thanks to the data collected by the batch module, it is able

to generate the scene in which there are the different elements that are going to be

represented. The main elements are the floor plan, the agents, the items and the

camera. All of them make use of the renderer which proportionates the data to

represent the visualization.

• Visualization module: it manages the final result of the visualization on the

browser.

Figure 3.1: Architecture

In the following sections, the different modules that compose this project are going to

be explained.

3.3 Batch Module

The purpose of this module is to transform a log generated in the simulated system and to

convert it into the objects of the visualization module.

The files that the user has to proportionate are the following ones:

• Floorplan/Items: JSON file in which is defined all the floor plan and the items

in it. In addition, the floor plan is compounded by all the corners of the map and

the walls between them. It has to be defined as the following example code, which

represents a wall defined by its corners and the wall itself.

12
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– Corners: to declare a corner, it has to be proportionated the id of the corner

and its coordinates x and y.

– Walls: to declare a wall, it has to be defined the two corners that connect that

wall and two textures, frontTexture and backTexture. The textures indicate the

color of the wall and it is proportionated by a PNG image. Each wall has two

different textures instead of one because a wall could be shared between two

different rooms and those rooms could have different wall’s color.

– Items: to declare an item, it has to be defined the item’s name, the item’s type,

the model’s url to the 3D model file and the position, rotation and scale. There

are different item’s types and they will be explained.

In the following example, is declared an open door in the middle of the wall.

Listing 3.1: Example of floor plan

{"floorplan": {

"corners": {

"C1": {"x": 0, "y": 0},

"C2": {"x": 200, "y": 0}

},

"walls": [{

"corner1": "C1",

"corner2": "C2",

"frontTexture": {

"url": "rooms/textures/wallmap.png",

"stretch": true,

"scale": 0

},

"backTexture": {

"url": "rooms/textures/wallmap.png",

"stretch": true,

"scale": 0

}

}

],

},

"items": [{

"item_name": "Open Door",

"item_type": 7,

"model_url": "../models/js/open_door.js",

"xpos": 100,
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"ypos": 0,

"zpos": 0,

"rotation": 0,

"scale_x": 1,

"scale_y": 1,

"scale_z": 1,

"fixed": false

}

]

}

• Rooms: JSON file in which are defined the names of the rooms. It has to be declared

the name and the coordinates of the center of the room. It is used to identify all the

rooms by the name that the user has chosen.

Listing 3.2: Example of room

{"room":

[{

"name": "Hall.1",

"x": 928.116,

"y": 398.045

}]

}

• Movement: JSON file in which are declared all the actions that occur during the

simulation. It is divided in steps and in each one, all the actions that happen in that

moment are defined. The steps are a way of measuring time and everyone has the

same duration, which is defined by the simulator.

The following code is an example that explains how to declare this file. Everything is

inside an array called steps and every position of that array is an step.

The different actions that can be executed are the following ones:

– Add new agent: it is needed an agent id, its position and its sentiment.

– Turn on/off lights: it is needed a parameter that indicates if the light has to be

turn on or off and the room in which this action is wanted to be executed.

– Turn on/off TV: it is needed a parameter that indicates if the TV has to be

switched on or off and the room in which this action is wanted to be executed.

– Move an agent: it is needed the id of the agent that is wanted to be moved, the

room in which it is going to be moved and the step in which the agent is going
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to arrive to that position. The speed of the movement is calculated from the

duration of the movement and the distance.

– Add fire: the possibility of adding fire is implemented in order to represent

fire evacuations. It is needed a parameter that indicates if there is fire and its

position.

– Change agent’s sentiment: it is needed the agent id and the sentiment. This

provides the possibility of changing the sentiment of the agent in any step. It

can also be changed when the movement is declared, so the agent’s sentiment

will change before the movement starts. To do so, it is necessary to add the

attribute sentiment in the declaration.

– Remove an agent: in order to represent an agent leaving the building, the out-

Building attribute is used. It is needed the agent id and the parameter that

indicates that it is out of the building.

Listing 3.3: Example of movement, type 0

{ "type" : 0,

"steps": [

[

{

"agent": 0,

"position": "C.10",

"sentiment": "anger"

},

{

"agent": 1,

"position": "C.1",

"sentiment": "happiness"

}],

[

{

"light": false,

"room": "Lab1"

},

{

"video": true,

"room": "Office3"

},

{

"fire": true,

"room": "Office1"
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},

],

[

{

"agent": 0,

"moveTo": "C.2",

"toStep": 15

},

{

"agent": 1,

"sentiment": "sadness",

}

]

}

In this example, two different agents are situated in the first step. Then, in the next

step, it is turned off the light of the Lab1, the TV of the Office3 is switched on and

in the Office1 is lighten up a fire. In the following step, it is declared the movement

of the agent 0 to C.2 and the time of the arrival as well as the sentiment of the agent

1. Therefore, the simulation will end in the step 15.

Furthermore, the position of adding a new agent or moving it, can also be propor-

tionated by its coordinates. Therefore, the user can define an exact position of the

agent in a room instead of the center of the room. Moreover, the user has to declare

which of the two methods is going to use and for this purpose the type attribute is

used. Thus, type 0 uses rooms and type 1 uses coordinates.

In the code above, the position is defined by the room whereas in the code below it is

defined by coordinates.

Listing 3.4: Example of movement, type 1

{ "type" : 1,

"steps": [

[

{

"agent": 0,

"position": {"x": 800, "y": 500},

"sentiment": "hapiness"

}

],

[

{
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"agent": 0,

"moveTo": {"x": 2000, "y": 400},

"toStep": 10

}

]

]

}

3.4 Model generator

This module is in charge of generating the scene with the data collected by the Batch

Module. Blueprint3D proportionates the creation of the 3D environment but it had to be

modified in order to improve its functionality. Furthermore, new features has been added

and they are explained below.

3.4.1 Scene

In the scene, all the elements that are going to be represented are added. These elements

are the floor plan and the items which are explained below.

The main elements of the scene that have been added or modified are the following ones:

3.4.1.1 Audio

Two different ways of adding audio have been implemented:

• Background music: it allows users to listen to music during the simulation.

• Directional music: it enables to simulate a sound system. If the camera is ap-

proached to the item, the music will sound louder.

3.4.1.2 Light

Blueprint3D does not proportionate a way to turn off lights. In this project, in order to

represent a room with the lights off, the textures of the walls are changed. More specifically,

the brightness and contrast of the textures have been modified. Fig. 3.2 shows an example

of two rooms, one with the light on and the other with the light off.
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Figure 3.2: Lights

3.4.1.3 Video

In order to make the simulation more accurate to real life, the possibility to switch on a

TV has been implemented.

Three.js enables the implementation of video through a texture that changes every

render. Furthermore, a function that search a TV in a room and place the texture on the

TV has been created.

Figure 3.3: Video
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3.4.1.4 Background color

The background color of the scene in Blueprint3D is white and it is difficult to differentiate

that color from the walls. Furthermore, Blueprint3D use what is called a skybox which is a

giant sphere in which is inside the scene, achieving that the background color was the same

as the color of the sphere. When loading a big floor plan, the skybox causes some problems

because it is not big enough. As a consequence, to solve those problems, the skybox has

been deleted and the background color was changed to grey.

Listing 3.5: Background color

renderer.setClearColor( 0x808080, 1);

3.4.1.5 Fire

In order to represent a fire evacuation, the possibility of adding fire has been implemented.

As it is shown in Fig. 3.4, the fire is represented as a sphere with its texture illustrated

through a PNG image similar to the flames. The sphere has been animated in order to

make it more real, so it is deformated during the simulation. Furthermore, some shaders

have been applied, avoiding it to appear static.

Figure 3.4: Fire
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3.4.2 Items

Blueprint3D has a lot of items to decorate the building. However, some of them had the

textures missing, so they have been deleted because they were not useful.

In order to make the process of adding objects to the scene easier, Blueprint3D defines

different types of objects:

• Type 1, FloorItem: it covers all the objects that are on the floor such as chairs,

tables, bookshelfs...

• Type 2, WallItem: it covers all the objects that are hanged in the wall such as

posters.

• Type 3, InWallItem: this type of item refers to windows.

• Type 7, InWallFloorItem: this type of item refers to doors.

• Type 8, WallItem: this type of item refers to carpets.

On the other hand, some objects has been added in order to satisfy the needs of this

project, for example the blackboard, because it was needed to represent a class in a faithful

way.

The items are JSON files that can be generated using Blender ThreeJS exporter. These

files are loaded using ThreeJS JSON loader, but Blueprint3D has a problem loading them.

This problem is that if there are, for example, two doors, instead of loading one time the

JSON 3D model, it loads them one time for each model. As a consequence, this slowed

down the whole process and it was non-viable. So, to speed up the process, it has been

modified and now the items are cached. This means that, despite how many same items

are in the scene, the 3D model is only loaded one time.

3.4.3 Floor plan

Blueprint3D creates the floor plan from the JSON file explained before in the Batch Module.

It takes all the corners and walls and creates the rooms that form the floor plan.

However, when loading the textures, Blueprint3D has the same problem as loading

objects. Despite of all the textures are the same, it loads the same texture one time for

each wall, so this slowed down the process of loading a floor plan. As well as the items,

textures have been cached and now they are only loaded once and then placed in every wall.
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3.4.3.1 Performance

At the beginning of the development of this project, everything was tested in a floor plan

with fifteen rooms and the problems mentioned before when loading items and textures were

found. Therefore, Blueprint3D took about thirty seconds to load all the floor plan. Once

cached items and textures, this problem was solved because the loading time was reduced

to less than a second.

When the development of this project was advanced, the floor plan was changed and

everything was tested in the floor plan of the B Building of the ETSIT. However, it took

about twenty seconds to load it, in spite of items and textures were cached.

Figure 3.5: Initial Performance

As it can be seen in Fig. 3.5, there was a function called forEach that elapsed 17,98

seconds.

In Fig. 3.6, it can be seen that inside the forEach function there are a lot of newWall

functions and each one execute an update and some callbacks. So the problem was that the

same function was executed a lot of times.

Therefore, in order to solve the problem, the way of creating the walls has been modified.

Now, every wall is defined and after all, the update is executed. Only one update is executed,

instead of executing one update for each wall. In Fig. 3.7, it can be seen that now the loading

time has been reduced to less than 2 seconds.
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Figure 3.6: Initial Performance

Figure 3.7: Final Performance
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3.4.4 Camera

The camera was setted up by Blueprint3D and it uses the Perspective Camera of Three.js.

Nevertheless, Blueprint was not designed to visualize big buildings, so the zoom limits and

the render distance were too small. In order to visualize a big floor plan in this project,

these parameters has been changed.

Listing 3.6: Camera

camera = new THREE.PerspectiveCamera(45, 1, 1, 14500);

In the code above, it can be seen the declaration of the camera. The first attribute is

the field of view and the second one is the aspect ratio. The third and fourth parameters

are the render distance, anything nearer or further than this attributes will not be displayed

[7].

3.4.5 Agent

The agents are the representation of humans beings in the simulation. The 3D model of

the agents can be seen in Fig. 3.8.

Figure 3.8: Agent

This model is imported to Blender and exported to a JSON file using the ThreeJS

exporter. In order to load it into this project, it is used the JSONLoader from ThreeJS.

Listing 3.7: JSON Loader

var jsonLoader = new THREE.JSONLoader();

jsonLoader.load( "/models/js/walkmorphcolor.json", addModelToScene);

23



CHAPTER 3. ARCHITECTURE

The load function has a callback called addModelToScene function, which is in charge

of adding the module in the right place to the scene.

Furthermore, the 3D model is cached in order to not impair performance, as well as the

items and the textures. Thus, the 3D model is only loaded one time regardless of how many

agents are in the scene.

The movement is proportionated by the user, as it has been explained before in the

Batch Module. The walking action is composed of two movements:

• Translation: it is the movement that enables the agent to advance.

• Animation: legs and arms can be animated.

Listing 3.8: Move function

this.move = function (mesh, i, speed) {

var time = Date.now();

// Translation Movement

var moveDistance = speed;

scene.meshes[i].translateZ(moveDistance);

// Animation

for (var z=0; z<mixers.length; z++){

mixers[z].update((time - prevTime)*0.0005);

}

prevTime = time;

}

In the code above, the function move is presented. It enables to translate the agent as

well as play its animation.

In addition, the agent has to rotate an specific angle to reach the final position of its

movement. Therefore, that angle is calculated and the agent rotates during its movement.

Besides, the agent stops when it hits a wall in order to avoid some possible errors of the

simulator that proportionates the parameters of the movement.

The speed is calculated from the duration of the movement and the distance. However,

the distance that is going to be covered has to be declared in every render. So, in order to

set the speed of the agent, the following formula has been used:

speed = distance/(time ∗ fps) (3.1)
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The frames per second are calculated according to the time of each render. In this way,

the distance covered in every render can be calculated.

3.4.5.1 Sentiment

In order to be able to identify the sentiment of the agent, it has been chosen to change the

agent’s color. The sentiments chosen to visualize are the big six emotions defined by Paul

Ekman: happiness, sadness, fear, surprise, anger and disgust [17]. The colors that represent

each sentiment are: [3]

• Happiness: yellow.

• Anger: red.

• Fear: green

• Disgust: purple.

• Surprise: light blue.

• Sadness: dark blue.

Figure 3.9: Sentiments

In addition, representing dead people could be very useful in a fire evacuation. For this

purpose, black color has been selected as it is shown in the Fig. 3.10.
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Figure 3.10: Dead

3.5 Visualization Module

The visualization module is in charge of representing the final result in the browser. It

allows users to control the simulation as well as the camera.

A local server is needed to run the software, such as the python SimpleHTTPServer,

which enables to visualize in a browser the html in which all the Three.js script is exe-

cuted. Once running the local server, accessing to localhost:8000 will allow to visualize the

simulation.

3.5.1 Camera Controls

Blueprint3D allows users to move the camera. However, some parameters of the controls

have been changed because, for example, the zoom-out was not enough to see a big floor

plan.

The camera can be moved using the mouse and with buttons that are located down to

the right, as it is shown in the Fig 3.11. The permitted movements are zoom-in, zoom-out,

rotation and translation.

3.5.2 Simulation Controls

The visualization module enables to pause and play the simulation. This is very useful

because being able to pause the simulation in any moment allows users to see everything

carefully in a way that, if it was not stopped, would not be possible. Therefore, the possi-

bility of analyzing the simulation in a better way is given.
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Figure 3.11: Visualization

3.6 Conclusions

In this chapter, the three modules that compose this project are explained, as well as how

they are linked.

In conclusion, this project counts with a Batch Module that collects all the data pro-

portionated by the user in order to allow the Model generator to interpretate it. Therefore,

the Model generator creates the scene in which there are the different elements that are

going to be represented. Ultimately, the Visualization Module manages the final result of

the visualization on the browser, enabling to control the camera and some parameters of

the simulation.
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CHAPTER4
Case study

4.1 Introduction

In this chapter, three examples that could be represented with this software are presented.

In the GSI DIT research group, different softwares that represent people’s behavior in

different situations has been developed. So, three study cases will be detailed. Firstly, the

representation of SOBA will be explained. Secondly, the case study of an evacuation caused

by fire will be described. Finally, the case study of a Smart Office will be presented.

4.2 SOBA

Social simulation gives the opportunity of studying people’s behavior. Modeling how people

act when they are working could be of great utility in order to know the time at which they

arrive to their work place, whether they turn off lights and computers when they are not

using them... Interpreting all this data allows users to study the energy consumption and

how temperature varies in an office.

Furthermore, being able to make an estimation of energy consumption and temperature

variation gives the opportunity of improving the infrastructures in order to save energy. It
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enables to know where the air conditioner is necessary and which lights or computers can

be switched off. Therefore, the impact on the environment will be reduced as well as the

energy costs.

Consequentially, in the GSI DIT research group, a software called SOBA has been

developed. As it has been explained in the Chapter 2 Enabling Technologies, SOBA is a

Simulator of Occupancy Based on Agents. The simulations are configured by declaring a

type of occupant, with specific and definable behavior, a physical space and agents that

interact between each other [13].

This software models how many time people are working and, on that basis, it makes

an estimation of how much energy has been consumed and how temperature has varied.

Visualizing the results of the simulation will allow to reach better conclusions in an easier

way. Therefore, the software developed in this project is a great complement of SOBA.

For this purpose, the exact position of the agents is not important, all that matters

is the room where they are. For this reason, it is enough that the movement parameters

proportionated, explained in Sect. 3.3 Batch Module, were of type 0. That is because type

1 defines the exact coordinates of the agents not needing that precision. Furthermore, it is

not necessary because SOBA does not have that level of abstraction, so it does not have to

be such specific.

Figure 4.1: Lights
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In the Fig. 4.1, it is shown how lights are represented. As it was explained in Sect. 3.4

Model Generator, it is executed by changing the texture of the walls.

The representation of SOBA consists of visualizing how the agents move around the

office. Furthermore, it is represented if they switch off the lights when they take a break or

when they finish working.

In order to improve the software, a new feature that could be implemented, as it is

explained in Sect. 5.5 Future Work, is adding the possibility of visualizing the energy con-

sumption and the temperature variation. In this way, more results of the simulation could

be represented, facilitating the process of making conclusions.

Figure 4.2: SOBA representation

In the Fig. 4.2, it is shown an example of representation of SOBA in which it is repre-

sented the second floor of the B building of the ETSIT with its different classes, offices and

laboratories. Moreover, it can be seen various agents in their work place and how lights are

represented.
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4.3 Fire evacuation

In a fire evacuation, it is very useful to know the way in which people react and behave. The

best way to find out these things is through a fire drill because it is able to proportionate

very valuable and accurate data that could help to improve the infrastructures and the

location of emergency exits.

However, making a fire drill is very expensive and complicated to organize. Thus, social

simulation is capable of solving these problems because it provides an accurate way to

analyze people behavior without arranging a fire drill.

As a consequence, in the GSI DIT research group, a software called CESBA [9] has been

developed, which is a Crowd Evacuation Simulation Based on Agents. This software allows

users to know, through social simulation, how people react in case of fire and how they

search the nearest emergency exit.

CESBA models how people act in their work place and how a fire is originated. Until

the fire alarm does not turn on, people will continue working because they are not aware

of any problem. When the fire alarm is activated, it is shown how they start running and

looking for the nearest exit. Furthermore, the spread of fire is also modeled, providing the

possibility of studying where is the most dangerous place in a building where a fire could

be originated.

The software developed in this project will represent the data obtained in the CESBA

simulation. Being able to visualize the simulation in a 3D environment will allow to obtain

more valuable data and analyze the situation in an easier way. In this representation, it

will be shown how people run looking for the exit and how the fire spreads. In case that an

agent dies, it will be represented as shown in the Fig. 3.10.

In addition, the exact position of the agents in an evacuation is very important. In this

way, it could be represented how an agent cannot run faster because someone is blocking

its path as well as bottlenecks originated in doors. Therefore, in order to proportionate the

movement parameters explained in Sect. 3.3 Batch Module, the type 1 is going to be used.

This is because the type 0 only defines the room in which the agent is located and, for

this purpose, more precision is needed. Using the type 1 allows users to define the agent’s

position by its coordinates, so it meets the requirements.

In the Fig. 4.3, it is shown how fire is represented. CESBA will proportionate the

positions of the fire, therefore, it will be able to represent its spreading.
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Figure 4.3: Fire

CESBA distinguishes different types of agents, such as old people and children. As a

consequence, in the simulation, not every agent run at the same speed.

In this project, different speeds could be represented, but all of them through the same

3D agent model. As it has been explained in Sect. 5.5 Future Work, in order to improve the

representation, a possible new feature that could be implemented is adding new 3D models

of agents, proportionating the possibility to represent women, old people and children.

In conclusion, the software developed in this project could be of great utility to CESBA

because it will be a great tool to analyze and obtain all the data of the simulation. Besides,

the obtained information could be very similar to the one obtained from fire drills. As a

consequence, this software will save costs and difficulties originated by fire drills.

In the Fig. 4.4, it is shown an example of a simulation in which people are running due

to the risk situation created by a fire.
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Figure 4.4: CESBA representation

4.4 Smart office

In an office, it could be very useful to know workers’ mood in order to improve productivity.

Employees suffering from high stress levels are less productive and have higher absenteeism

levels than those not working under excessive pressure [11].

Social simulation enables to know when people are beginning to feel stressed, therefore,

some measures can be applied in order to reduce that stress and to improve productivity.

As a consequence, in the GSI DIT research group, a software that models people emo-

tions while they are working has been developed [15]. It uses facial detection in order to

recognize the sentiments of the workers. For this purpose, some cameras are needed and

the images captured by them are processed to know the emotions.

Furthermore, beacons are used as presence detectors. They are passive gadgets that

only emit data, what means that they do not receive any information. They detect hu-

man presence and behavior and trigger pre-programmed actions delivering contextual and

personalized experiences [16]. For example, if a worker approaches the TV, it will be auto-

matically switched on.

With the data collected from the cameras and the beacons, the office environment can
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be adapted to people needs. For instance, if a worker is stressed, some relaxing music will

be played.

The software developed in this project is very useful to represent a Smart Office because

it allows users to visualize the agents and their emotions. For this purpose, it has been

chosen to represent the GSI Laboratory, as it is shown in the Fig. 4.5.

Figure 4.5: GSI Laboratory

In order to represent the different emotions of the agents, as it has been explained in

Sect. 3.4.5 Agent, the color of the agent is changed. The emotions chosen to be represented

are the big six emotions defined by Paul Ekman: happiness, sadness, fear, surprise, anger

and disgust [17].

As the 3D models of the cameras and the beacons were not available in Blueprint3D,

they have been modeled using Blender. Once the model was completed in Blender, it was

exported to a JSON file using the Three.js exporter [8].

In the Fig. 4.6, it is shown the 3D model that represents the cameras that captures

workers emotions and in the Fig. 4.7, it is shown the representation of the beacons used to

detect presence.
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Figure 4.6: Camera

Figure 4.7: Beacons

As it has been explained in the Sect 5.5 Future Work, in order to make the representation

more accurate to real life, a new feature that could be implemented is the addition of new

animations that represent different actions of the agents. Some examples of these new

animations are the action of sitting down, pressing the light switch...

Furthermore, as it is shown in the Fig. 4.8, playing a video in the TV is also possible,

allowing to understand the simulation in a better way.

Figure 4.8: TV

In the example of the Fig. 4.9, it is shown a representation of people working with

different moods, such as stressed workers or relaxed people taking a break while watching

TV.
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In conclusion, being able to visualize the representation of an Smart Office enables to

know how the stress levels of the workers evolve. Therefore, it facilitates the process of

deciding what measures can be taken in order to lower those levels. Furthermore, it is

possible to visualize how stressed workers react when the office environment is changed in

order to create a relaxed atmosphere. All this enables to improve the productivity of the

office since the workers will be more satisfied.

Figure 4.9: GSI Laboratory
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CHAPTER5
Conclusions and future work

5.1 Introduction

In this chapter, the conclusions, the achieved goals, the problems encountered during the

development of this project and the future work will be described.

5.2 Conclusions

In this project, a 3D environment has been created, where the results of a social simulation

can be represented. For this purpose, Three.js has been used, which is a JavaScript library

that allows users to visualize and to animate 3D environments.

This project is composed of three modules: Batch Module, Model Generator and Visu-

alization Module. The Batch Module collects the data proportionated by the user in order

to allow the Model Generator to interpret it. This data corresponds to the floor plan, the

location of the items and the behaviour of the agents. The Model Generator, thanks to the

data collected by the Batch Module, generates the scene with all the elements that are going

to be represented, such as the floor plan, the agents, the items and the camera. Lastly, the

Visualization Module manages the final result of the visualization on the browser, providing
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the possibility of controlling the camera and some parameters of the simulation.

The software developed in this project is going to be used in other projects of the GSI

research group such as SOBA, CESBA and Smart Office, making possible the visualization

of the results of their simulations. Visualizing that results will give the opportunity to

analyze them in an easier and more intuitive way because it will be simpler and faster to

find solutions for possible problems or to reach conclusions.

This project is based on Blueprint3D which, as it is explained in Sect. 2.4, is a customiz-

able application that lets users to design an interior space such as a home or an apartment.

Blueprint3D is outdated because there has not been any updates in the last year, which

has caused some problems in the development of this project. For example, it does not

use the last release of Three.js and that originated some difficulties explained in Sect. 5.4.

Furthermore, the performance of Blueprint3D is not optimal which caused the necessity

of changing some parts of the project. Moreover, it is a big project so, understanding

how all the code works has not been easy because it is not documented. Despite all of

this, Blueprint3D has provided a useful basis for this project and has made a lot of things

simpler.

Furthermore, Blueprint3D is based on Three.js and the use of it has provided the ac-

quirement of very useful knowledge. Additionally, the development of this project required

the use of tools such as Blender, so it was necessary to learn how to use it. As it has been

explained in Sect. 2.8, Blender is a 3D creation suite that allows users to create 3D models,

animated films, video games...

Therefore, the development of this project has provided useful knowledge, particularly

beneficial in video games development, thanks to the use of Three.js, as well as in 3D

modeling, due to the use of Blender.

Moreover, this project has provided the opportunity to understand social simulation,

specifically agent-based social simulation, which consists of modeling social behaviour with

computational methods.

In the following sections, the achieved goals, the problems faced and some possible future

work are explained.
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5.3 Achieved goals

In this section, the goals achieved during the development of the project will be described.

Generating the building in which the simulation takes place. The representation of

the 3D environment in which the simulation takes place has been made through

Blueprint3D. However, it has been necessary to change some features in order to im-

prove the performance of the simulation. Moreover, a floor plan has been represented,

allowing the camera to move in order to visualize what is wanted.

Representing the agents. For this purpose, a 3D model of a human being is added to

the scene. The 3D model was loaded in Blender and exported into a JSON file using

the Three.js Blender exporter. When loading this JSON file in the project, the agent

is represented.

Visualizing the movement of the agents. The walking action is composed of two move-

ments: animation and translation. The 3D model of the agent, explained in the pre-

vious point, incorporates the animation of walking. However, it has been necessary

to implement the logic of the translation movement.

Combining the social simulator with the representation tool. This is the main goal

of the project because the social simulator is the one which provides all the parameters

that will be represented. These parameters are proportionated to the Batch Module

and then interpreted in order to visualize them.

Representing agent’s sentiments. For this goal, the agent’s color is modified, having

assigned different colors for each emotion. The emotions represented are happiness,

sadness, fear, disgust, anger and surprise.

Representing lights on and off. In order to achieve this goal, the wall textures has been

changed. Moreover, to represent a light off, the brightness and contrast of the texture

of the wall has been modified to make it darker.

Setting or modifying simulation’s parameters. The simulation can be paused in ev-

ery moment, which allows users to analyze in a better way what is happening in a

certain moment of the simulation.
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5.4 Problems faced

During the development of this project, some problems has had to be faced. These problems

are the following ones:

• Items and textures were not cached in Blueprint3D: every item and texture was loaded

once for each one of them, instead of caching the ones that were repeated. This impairs

the loading time, making it non-viable.

• Loading a big map lasted more than 20 seconds: once the items and textures were

cached, loading a map with 15 rooms was not a problem. However, the load of a

big map such as the B building of the ETSIT lasted more than 20 seconds. This was

provoked by the way Blueprint generates a map, since it defines a wall and executes an

update of all the floor plan. This means that the same task was executed for each wall

instead of defining all the walls and then update the floor plan. As a consequence, this

was changed, achieving that the load of a big map stopped impairing the performance.

• The Three.js release used by Blueprint3D was outdated: Blueprint3D uses the release

69 of Three.js. However, this provoked the impossibility of visualizing an animation.

The animations in this project are very important because one of the main goals of

it is to visualize an agent walking. In order to solve this problem, the release used

of Three.js has been changed to the release 79. Some Blueprint3D features stopped

working but they were not important for the development of this project.

5.5 Future work

In this section, the implementation of possible new features or improvements of the project

will be presented.

Adding new animations At this moment, the only animation that can be visualized is

the action of walking. For this reason, an improvement of the project could be the

addition of more animations in order to visualize different actions of the agents, making

the simulation more accurate to real life. Some examples of the new animations are

the actions of sitting down, pressing the light switch, pressing the TV switch...

Adding new agents Currently, all the agents are represented through the same 3D model.

Therefore, the incorporation of new 3D models such as women, children and old people

may represent a good progress in the project.
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Visualizing energy consumption At this stage, it is possible to visualize the state, on

and off, of lights and TVs. Thus, it could be interesting to implement a way of

representing the energy consumption of theses objects. Furthermore, this will allow

SOBA to visualize more parameters of its simulation.

Visualizing temperature variation This improvement is related with the previous one.

The main idea of this point is to provide the possibility of visualizing the temperature

variation in order to understand the energy consumption in a better way.

Fixing the floor plan creation tool Blueprint3D has a tool that enables to draw the

floor plan in a 3D model from a 2D model. However, this feature stopped working

when the Three.js release was changed. So, it could be very useful to fix this tool in

order to make easier the floor plan creation for future developments.
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