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Resumen

El lugar de trabajo es uno de los entornos que más repercuten en la salud psicológica de

la población, y se ha demostrado que la inversión en el bienestar laboral produce beneficios

sustanciales para empleados y empresas. La evolución de la tecnología ha promovido el

desarrollo de nuevos enfoques para la promoción de la salud emocional y mental, y esta tesis

pretende avanzar en la aplicación de estos enfoques al lugar de trabajo. En concreto, se ha

tratado de avanzar en tres líneas diferentes: la detección automática del estado psicológico

mediante métodos no intrusivos; el análisis efectivo de estrategias de promoción del bienestar

mental y emocional; y la adaptación automática e inteligente del entorno.

En cuanto a la detección automática del estado psicológico, esta tesis contribuye con el

diseño de soluciones no intrusivas basadas en aprendizaje automático para el reconocimiento

de trastornos mentales. Por un lado, se ha avanzado en la detección de trastornos mentales

a partir del texto con una solución para detectar el estrés que combina características ex-

traídas de léxicos con representaciones distribucionales. Por otro lado, se ha diseñado un

sistema para predecir el nivel de estrés actual de un individuo utilizando datos de su estrés

circundante, es decir, sus niveles de estrés anteriores junto con el de sus compañeros cercanos.

Ambas soluciones mostraron resultados positivos durante la evaluación experimental.

En cuanto a la segunda línea, esta tesis contribuye con el diseño de un modelo de agentes

para el estrés laboral basado en las condiciones ambientales y laborales. El modelo se ha

integrado en un sistema de simulación, permitiendo la evaluación de diferentes políticas de

promoción de la salud mental. La fiabilidad del sistema ha sido validada mediante varios

experimentos que incluyen la experimentación en el laboratorio y el análisis de sensibilidad.

Por último, esta tesis avanza en la investigación sobre la adaptación inteligente del en-

torno. Se ha diseñado una arquitectura para una plataforma de automatización de tareas

que integra mediante tecnologías semánticas sensores y actuadores orientados a la detección

y regulación de emociones. De esta forma, la plataforma mejora el bienestar de los empleados

mientras que garantiza la interoperabilidad y la escalabilidad de todos sus componentes. Se

ha observado que dicha plataforma tiene resultados positivos en la evaluación experimental,

aumentando el bienestar y la productividad de los usuarios.
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Abstract

The workplace is one of the environments that most impacts on population psychological

health and well-being, and there is growing evidence that investment in work-related well-

being derives substantial benefits for employees and companies. The rapid development of

technology has fostered the development of new approaches to the promotion of emotional

and mental health. Thus, this thesis aims to advance in the research of this field and

its application to the workplace. Specifically, we sought to advance the research in three

different lines: automatic psychological awareness using non-obtrusive methods; analysis of

mental and emotional well-being promotion strategies; and smart environment adaptation.

Regarding automatic psychological awareness, this thesis contributes with advancements

in unobtrusive and economical solutions for automatic mental illness recognition based on

machine learning. On the one hand, we further early mental disorder detection from text

with an approach to detect psychological stress combining a lexicon-based feature framework

with distributional representations. On the other hand, we have designed a machine learning

approach to predict the current stress level of an individual using their surrounding stress-

related data, that is, their previous stress levels along with stress levels from their close

colleagues. Both solutions showed positive results during the experimental evaluation.

As for the second line, this thesis contributes with the design of an agent model for

occupational stress based on ambient and work conditions. The model has been integrated

into a simulation system, enabling the evaluation of different mental health promotion poli-

cies at work. The reliability of the system has been validated through several experiments

including in-lab experimentation and sensitivity analysis.

Finally, this thesis advances in the research on the intelligent adaptation of the envi-

ronment. An architecture has been designed for a task automation platform that integrates

through semantic technologies sensors and actuators oriented to the detection and regulation

of emotions. In this way, the platform promotes the well-being of employees while ensuring

the interoperability and scalability of all its components. It has been observed that this

platform has positive results in the experimental evaluation, increasing the well-being and

productivity of users.
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Reader’s guide

This thesis is presented as a compilation of publications. As a result, the purpose of this

document is not to serve as a comprehensive monograph, but rather as a collection of the

author’s academic works that meet specific criteria. In order to comply with the guidelines

set by the institution, at least three of these publications must have the Ph.D. student listed

as the first author and must have been published in Q1 or Q2 ranked journals, as indexed

by JCR or Scopus. The reader can find a list of these publications and their compliance

with these requirements in Chapter 3 and Appendix A.

The structure of the document is also in accordance with the guidelines established by

the Universidad Politécnica de Madrid. This section aims to provide a guide for the reader

to navigate through the contents of the document.

Chapter 1 serves as an introduction to the context in which the research was conducted.

It describes the motivation (Section 1.1) and the background of the research (Section 1.2),

including a review of relevant literature and an examination of current practices in the field.

The research hypotheses and objectives for this study are also presented (Sections 1.3 and

1.4). This chapter sets the stage for the subsequent chapters, which will delve into the

methodology and results of the thesis.

Chapter 2 provides a detailed and systematic description of the research approach fol-

lowed in order to arrive at the research findings and conclusions presented in the subsequent

chapters. It presents the methodology used to conduct and evaluate the outcomes of this

thesis, the phases of the research, some strategies followed on research methods, and how

and under which criteria the different outcomes are evaluated.

Chapter 3 presents the core papers published as part of this Ph. D. thesis. These papers

represent the primary research contributions of this work and demonstrate its novelty and

significance. Each paper is presented in a separate section, where the full text is preceded

by a short table with relevant information (title, authors, etc.). Those publications by the

author that do not directly contribute to the objectives of this thesis have not been included

in this chapter, but in Appendix A, where the complete list of relevant publications can be

found.
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Chapter 4 intends to provide a comprehensive overview of the work presented in the

preceding chapters. It begins by providing a general overview of the solutions proposed in

the thesis and an analysis of the results obtained (Section 4.1). It then presents a discussion

of the main findings of the research describing their implications and significance. Finally,

the chapter concludes with a description of possible lines for future research that can build

upon the work presented in this thesis 4.5. Overall, the purpose of this chapter is to reflect

upon the research conducted and to provide a summary of the contributions made to the

field.

Finally, the acronyms and abbreviations used along the document are described in Chap-

ter 4.5.
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CHAPTER1
Introduction

The first chapter of this Ph. D. thesis serves as an introduction to the context in
which the research was conducted. It describes the motivation and the background for
this research, including a review of relevant literature and an examination of current
practices in the field. The research hypotheses and objectives for this study are also
presented. This chapter sets the stage for the subsequent chapters, which will delve
into the methodology and results of the thesis.
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1.1 Motivation

Well-being is essential to population health and furthers the functioning and life quality of

individuals, families, communities, and society. This term encompasses today, in addition

to physical health, aspects related to the psychological conditions such as emotional and

mental health of individuals (De Simone, 2014). Actually, the assessment of psychological

health plays a key role in the promotion of population well-being (Slade, 2009). Current

psychological health assessment strategies focus on fostering supportive environments in

everyday contexts or settings where mental and emotional conditions can be promoted, such

as homes, schools, or workplaces (Barry et al., 2019).

Among these contexts, this thesis focuses on the promotion of psychological well-being in

the workplace. The workplace is one of the environments that most impacts the population’s

psychological health and well-being (Hafner et al., 2015). Consequently, the analysis of the

role of work in promoting mental and emotional well-being has gained momentum. There

is growing evidence that investment in work-related well-being derives substantial benefits

for employees and companies, such as increased commitment, job satisfaction, and improved

performance (Krekel, Ward, and De Neve, 2019). However, strategies in the workplace

specifically aimed at addressing the promotion of well-being and the prevention of emotional

and mental health issues are not very common yet (Barry et al., 2019). In addition, the

recent changes in the work nature have increased workload demands and job insecurity, which

contribute to adverse emotional and mental health outcomes (Appelbaum et al., 2000).

Fortunately, the major advances in the fields of ambient intelligence and affective com-

puting have opened up a range of possibilities for the improvement of emotional and mental

health. Indeed, the application of these technologies to enhance well-being has received sig-

nificant momentum in recent years and has gained widespread traction in the field of psycho-

logical health. Nevertheless, existing solutions often have documented limitations (Peters,

Calvo, and Ryan, 2018). Current wellness regulation strategies based on existing technolo-

gies are often impersonal and limited in terms of interaction and personalization. They

usually lack crucial elements such as simplicity and ease of use, integrated transdiagnostic

capabilities, real-time interactive engagement, or personalized assessment (Santarossa et al.,

2018).

This thesis aims to tackle this issue and advance the research of technology-assisted

strategies for enhancing mental and emotional well-being in the workplace. In this context,

three fundamental foundations have been identified: recognition and awareness of psycho-

logical well-being; effective implementation of psychological well-being promotion policies;
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and support for early interventions (Harnois et al., 2000).

These bases pose, however, some strong challenges for companies. Firstly, psychological

health awareness can not always be guaranteed. The stigma associated with mental illness

is still a problem, and many employees are diffident to expose their concerns at work (Szeto

and Dobson, 2010). This can delay or even hamper the detection of work-related mental

and emotional disorders. Secondly, knowledge regarding the effectiveness and suitability of

interventions is still debouching. Existing gaps in the study of robust workplace well-being

promotion and prevention interventions can hinder their effective implementation and make

them vulnerable to misleading design or cost increases (Barry et al., 2019). Finally, early

interventions require the seamless integration of the recognition and regulation processes.

Nevertheless, traditional methods for the detection and regulation of mental disorders usu-

ally entail significant delays (Alberdi, Aztiria, Basarab, and Diane J Cook, 2018).

Therefore, we aspire to advance the research on technology-assisted well-being promo-

tion at work in three different lines: automatic psychological awareness using non-obtrusive

methods, analysis of mental and emotional well-being promotion strategies, and smart en-

vironment adaptation.

Concerning the first line, methods for automatic detection and recognition of psycho-

logical issues have traditionally consisted of self-reports in response to standardized ques-

tionnaires such as PHQ-9 (Spitzer et al., 1999) or PSS (Cohen, Kamarck, Mermelstein, et

al., 1994). Whereas the validity of these methods has been established (Gilbody, House,

and Sheldon, 2001), they present two main shortcomings: their subjectiveness and reliance

on individuals’ recall and condition awareness, and their typical retard in diagnosis, which

makes them inadequate for timely detection (Alberdi, Aztiria, Basarab, and Diane J Cook,

2018). Hence, there is still a need for objective procedures that use physical and physiologi-

cal information to automatically recognize psychological-related issues or disorders (Greene,

Thapliyal, and Caban-Holt, 2016).

The enormous strides in affective computing unlock a variety of potential directions to

fill this gap. A significant deal of research effort has been put in recent years into techniques

and systems that employ smart devices and affective computing algorithms for automatic

mental health assessment. Among the most popular approaches are those consisting of the

analysis of physiological signals (Rahim et al., 2019), facial expression (Giannakakis et al.,

2017), or speech (Liu et al., 2015). The reliability of these methods has been proved (Graham

et al., 2019), and they succeed in avoiding the subjective response bias from the subjects,

which is commonly present in self-report questionnaires. Nonetheless, their intrusiveness and

elevated implementation costs are frequently a significant limitation (Novais and Carneiro,
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2016).

In this regard, this thesis intends to further the research on non-obtrusive and economical

solutions for automatic mental awareness. With this aim, two different approaches are

proposed. On the one hand, this thesis aims to exploit the vast quantity of publicly available

textual data to detect the psychological state. Social media platforms where users express

and share their reflections or experiences have become widely used and offer vast information

about people’s feelings and worries (Pang et al., 2019). Thus, textual data from these services

can be used as an information source for the detection of mental disorders (Chancellor and

De Choudhury, 2020). In this line, this thesis contributes to the topic of early mental

disorder detection from text with an approach to detect psychological stress based on the

combination of a lexicon-based feature framework with distributional representations.

On the other hand, existing evidence regarding the influence that affective states em-

anated from the individual have in the mood of close persons is examined (Petitta et al.,

2021). With this purpose, a machine learning approach to predict the current stress level

of an individual using their historical data along with data from their close colleagues is

proposed. In this manner, this thesis contributes with advancements in unobtrusive and

economical solutions for automatic mental illness recognition based on machine learning.

As for the second line, the analysis of mental and emotional well-being promotion strate-

gies often entails a major challenge: the evaluation of their effectiveness in a real scenario.

This challenge arises from two main issues: the complexity of human behaviour and the

high economic costs usually associated with the deployment of these interventions in a real

scenario (McDaid, Curran, and Knapp, 2005).

This thesis aims at contributing to the cost-reduced analysis and study of emotional and

mental health promotion policies at work using agent-based simulation. Agent-based simu-

lation technologies have a well-established role in the study of human behaviour (Sobkowicz,

2016), as they offer a cost-effective and smooth approach to analyzing a wide range of be-

havioural and psychological dimensions or parameters. This is especially helpful when there

are heterogeneous populations or complex behaviours (Bonabeau, 2002). However, the reli-

able design of agent behaviour models is still an open challenge, given the vast number of

factors involved in human behaviour. These variables are frequently challenging to calibrate,

quantify, and even justify (Elkosantini, 2015a).

To solve these challenges, this thesis aims at progressing the study of work-related factors

influencing mental illness and integrating this knowledge into an agent-based simulation

system. To this aim, a model for occupational stress estimation is designed taking into

account environmental, work, personal and social-related conditions. The reliability of the
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model is validated through several experiments, including the use of public datasets, in-

lab experimentation, and sensitivity analysis. Besides, the development of an agent-based

simulation system integrating this model enables the cost-effective and effortless evaluation

of different mental health promotion strategies in the workplace.

Finally, this thesis aims to advance the research on smart environment adaptation.

Recognition and intervention processes must be seamlessly and continuously integrated to

guarantee the efficacy and efficiency of well-being promotion strategies. To this end, the en-

vironment must be adaptive to workers’ moods and needs. A popular approach to address

this issue is the application of ambient intelligence principles to the work environment. The

equipment of everyday objects and physical devices with Internet connection capabilities

opens endless possibilities to enhance people’s welfare through the reaction and adaptation

of the environment in response to the context (Sovacool and Del Rio, 2020). Accordingly,

the application of these technologies in workplaces allows companies to promote the satis-

faction and productivity of their workers by supporting and meeting their needs (Prasetyo,

Zaliluddin, and Iqbal, 2018).

However, the ability to seamlessly exchange data and functionality between diverse plat-

forms and components has become a major issue in intelligent environments (Mouromtsev,

2021). The information in these environments is transferred among multiple services and de-

vices through heterogeneous communication technologies and network protocols (H. Rahman

and Hussain, 2020). Therefore, smart environments require a method to clearly represent

information in an unambiguous and well-defined manner that permits its sharing and correct

understanding among independently developed services or applications (Palavalli, Karri, and

Pasupuleti, 2016).

A popular approach to address the interoperability challenge is the use of semantic mod-

eling. This approach involves the creation of formal definitions of concepts and relationships

known as ontologies that substitute ad-hoc application-centric representation models. On-

tologies provide a standardized representation of inferred data, allowing for the seamless

exchange of information among diverse systems and promoting a deeper comprehension of

the environment. Furthermore, semantic representation can significantly enhance the scala-

bility of a system by providing a machine-readable format that is rich in detail and can be

easily understood, reasoned about, and reused (Bikakis et al., 2007).

These capabilities have led to a growing trend of integrating semantic technologies into

IoT-based ecosystems, and more particularly into smart environments (Shi et al., 2018). The

benefits of semantic technologies have been exploited in a variety of research works related to

smart environments, even for the particular case of smart offices (Coronato, De Pietro, and
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Solutions

Main issues

Mental and emotional well-being promotion in the workplace

Mental and emotional
well-being awareness

Effective
implementation of well-

being promotion

Support for early
interventions

Automatic detection of
mental and emotional

state

Evaluation of well-
being promotion

strategies

Smart environment
adaptation

Contributions
Unobtrusive mental
illness recognition
based on machine

learning

An agent-based
simulation system to
evaluate well-being

promotion strategies

A semantic automation
platform with

recognition and
regulation capabilities

Figure 1.1: Overview of the context of this thesis outlining the main issues involved in well-

being promotion at work along with the proposed solutions and contributions.

Esposito, 2006). Nevertheless, there is a gap in the literature concerning the integration of

semantic technologies with psychological awareness and promotion into a unified approach

for intelligent workplaces.

To fill this gap is the direction in which the contributions of this thesis point. With this

purpose, we propose an emotion-aware task automation platform that integrates through

semantic technologies sensors and actuators oriented to the detection and regulation of

emotions. The platform is based on a semantic vocabulary built on the basis of popular

ontologies regarding emotions (Sánchez-Rada and Carlos A. Iglesias, 2016), intelligent de-

vices (Janowicz et al., 2019), and automation (Coronado, Carlos A Iglesias, and Serrano,

2015). In this manner, the intelligent platform not only can help promote the well-being

of employees thanks to its mental and emotional aware capabilities but also guarantees the

interoperability and scalability of all system components.

To sum up, this thesis aims at exploring the use of technology to assist psychological

well-being promotion in the workplace. To this aim, the thesis proposes different solutions to

address the main issues involved. An overview of the context and issues to address proposed

solutions and contributions is given in Fig. 1.1.
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1.2 Background

In this thesis, we build upon recent advancements in the field of artificial intelligence, specif-

ically within the subfield of ambient intelligence, as our starting point for our research.

Ambient Intelligence (AmI) consists of the use of hardware devices and software technolo-

gies to create intelligent and adaptive environments that are sensitive and responsive to

people. The environments dotted with ambient intelligence support their inhabitants in

carrying out their daily activities in an intelligent, interconnected, flexible, dynamic, and

unobtrusive fashion (Altieri, Ceccacci, and Mengoni, 2019). This can include detecting and

responding to human needs, activity, or even psychological factors to increase comfort and

well-being (Acampora, Diane J. Cook, et al., 2013).

AmI integrates two major research lines: recognition and intervention. The former

involves gathering context and user-related data and the application of affective computing

technologies to recognize the psychological state of the users. The latter consists of acting

on the environment and adapting it to the users’ preferences and needs in order to promote

their well-being. This can be approached from different perspectives, such as personalization

and tailoring of experiences, smart social support and assistance, or automatic interventions

for mental and emotional regulation.

Besides, AmI draws on different areas and technologies, such as multiagent systems and

semantic technologies (Sadri, 2011). On the one hand, agent-based simulation is commonly

used in AmI applications to help with distributed information and problem-solving. On

the other hand, semantic technologies are very useful for the representation of meaning and

knowledge of the environments, enabling the semantic modeling of entities, activities, and

their relations (Gams et al., 2019). As a work based on ambient intelligence, this thesis is

also grounded in these areas and technologies: mental and emotional awareness, automatic

interventions, agent-based simulation, and semantic technologies. The following sections

provide further insight into the specific background of each of these concepts.

1.2.1 Mental and emotional awareness

One key aspect of AmI is the ability to recognize and respond to the affective state of the

people in the environment. To this end, AmI systems must be equipped with emotional

capabilities and be able to adapt and respond to users’ mental and emotional states (Acam-

pora and Vitiello, 2013). This has led to the notion of emotion-aware ambient intelligence

(AmE) (J. Zhou and Kallio, 2005), which aims at fostering the development of emotion-

aware services in pervasive AmI environments to provide people with automatic psycholog-

ical support. AmE draws upon principles from psychology and social sciences to identify
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the affective state of individuals, enabling the development of more effective and tailored

ambient intelligence systems and empowering users with a cluster of services to promote and

improve their psychological well-being (Castillo et al., 2016).

The first step in making a space adapt to the psychological state of the users is sens-

ing, that is, the detection and recognition of the psychological state. Sensing involves the

process of gathering affective data from individuals and the application of techniques that

exploit these data to identify their psychological state. Over the last few years, mental and

emotional awareness has been gaining the attention of the scientific community, given its

broad applications in several fields, such as health, commerce, and businesses. Traditional

approaches in the field mainly consisted of self-reports in response to standardised question-

naires. However, the emergence of affective computing techniques has opened a range of

possibilities for automatic awareness of emotional and mental states (Picard, 2000).

So far, research in the field has evolved in two primary directions: the analysis of physi-

ological data and the analysis of behavioural data (Alberdi, Aztiria, and Basarab, 2016; K.

Yang et al., 2021). The notion of wearables that detect the affective state of an individual

from biometrical signals goes back to the beginnings of affective computing (Picard and

Healey, 1997). Physiological data can furnish objective insight into the psychological condi-

tion of an individual, and a broad range of physiological signals have been explored (Shu et

al., 2018). These signals emanate from the central nervous and autonomic nervous systems

of the human body, both of which are linked with inner mental and emotional states.

Among them, Electro-Dermal Activity (EDA) (Pakarinen, Pietilä, and Nieminen, 2019),

Heart Rate Variability (Castaldo et al., 2019), and Electroencephalogram (EEG) (Song

et al., 2018) have yielded the most positive outcomes. For instance, sweating skin is re-

lated to high-stress levels and other affects and leads to skin conductance changes that

can be detected through the appropriate sensors. Thus, Electro-Dermal Activity can be

used as an indicator of arousal. Heart rate is another example of a physiological signal

linked to mental conditions: its variability varies depending on the arousal level. In general

terms, heart rate is lower for pleasant and low arousal stimuli and higher for unpleasant and

high arousal stimuli (Brouwer et al., 2013). Some other examples of signals include blood

pressure (BP) (Gordon and Mendes, 2021), respiration (Sadat-Mohammadi et al., 2021),

blood volume pulse (BVP) (Handouzi et al., 2014), eye gaze, blinking or pupil diameter

(PD) (Skaramagkas et al., 2021).

As for behavioral data analysis, this approach exploits variations in individuals’ be-

haviour to assess mental or emotional conditions (Areàn, Ly, and Andersson, 2022). These

methods comprise the analysis of a wide range of behavioral signals such as facial expres-
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sions (J. Zhang et al., 2019), speech (Koolagudi and Rao, 2012), or activity (Giakoumis

et al., 2012).

Whereas the reliability of these methods for recognizing emotions and mental issues has

been proved (Graham et al., 2019; Saxena, Khanna, and D. Gupta, 2020), their implemen-

tation in real-life settings entails further challenges. Analysing these data often requires

optimum technological conditions, but everyday activities can decrease the signal quality or

lead to altered body responses (Han et al., 2020). As a consequence, errors due to detached

equipment, movements, or incorrect placement are common in daily life and lead to cor-

rupted data (Can, Arnrich, and Ersoy, 2019). Additionally, some solutions require a large

quantity of data or the installation of costly and obtrusive sensing equipment (Novais and

Carneiro, 2016). This decreases the feasibility of these approaches being implemented in

real-world settings.

This challenge has encouraged research on more economical and unobtrusive solutions,

including the use of computer patterns (e.g., mouse or keystroke dynamics) (Dacunhasilva,

Z. Wang, and Gutierrez-Osuna, 2021), smart textiles (Scheuermann et al., 2020), the use

of mobile phones (Ferdous, Osmani, and Mayora, 2015), or textual data (Lin et al., 2016).

In this thesis, we are particularly interested in using textual data, given the wide variety of

such data available in the workplace (e.g., in the form of e-mails, messaging systems and

forums, or reports). The use of textual data has received increasing traction in recent years,

and algorithms to predict emotions from text are mature and considered accurate. This

has been partly motivated by the increasing popularity of social media services that offer a

huge quantity of information related to people’s emotions, feelings, and worries (Pang et al.,

2019). Textual data from these services have been employed with positive results in a broad

range of text classification applications such as detection of sentiment (Yue et al., 2019) or

mental illness (Chancellor and De Choudhury, 2020; Banerjee and Shaikh, 2021; Cao et al.,

2021). The most prominent approaches in the literature targeting text classification are

lexicon-based solutions and machine learning methods (Bandhakavi et al., 2017).

The lexicon-based approach relies on predefined lists of words or phrases that are asso-

ciated with specific classes. This approach compares words in the text with a dictionary to

compute the frequency of appearance of certain bearer terms. Lexicons are able to provide

an overall indication of specific characteristics (e.g., emotion, sentiment, or topic) on the

basis of the words they contain (Khoo and Johnkhan, 2018). This approach tends to be

computationally faster and easier to implement than machine learning methods. Besides,

it has achieved positive results on a broad range of text classification applications based on

texts from social media (Giuntini et al., 2020; Almatarneh and Gamallo, 2018). Neverthe-
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less, their reliance on predefined lists of words makes them less flexible, as they are often

limited by the words included in the lexicon (Hartmann et al., 2019). Also, their perfor-

mance is usually lower than that achieved with machine learning methods, as they may not

be able to handle variations in language (e.g., spelling mistakes or idiomatic expressions) or

successfully identify sarcasm or irony (Weitzel, Prati, and Aguiar, 2016). These factors can

be more easily handled by machine learning methods able to learn patterns and features in

the text.

Machine learning methods involve training a model on a labeled dataset and using it

to predict the class of new, unseen texts. To this end, they require a significant amount

of labeled training data. Also, these methods are able to automatically learn patterns and

features in the text, what makes them highly flexible, and can handle large amounts of

complex data (Hartmann et al., 2019). Popular techniques to implement machine learning

methods include the use of deep neural networks, word embeddings, or even lexicon-based

features. As previously described, lexicon-based features can help to provide a general

indication of a text in specific terms, but they fail to capture more subtle qualities and

contextual cues inherent to the human language (Giatsoglou et al., 2017). The use of

word embedding techniques helps to overcome this challenge, as they enable the encoding of

semantic and syntactic features present in words and represent them in a vector space. These

representations are called pre-trained word vectors and are very useful for the representation

of textual data in text classification applications (S. Wang, W. Zhou, and Jiang, 2020).

Word2Vec (Mikolov et al., 2013), GloVe (Pennington, Socher, and Manning, 2014) and

FastText (Joulin et al., 2016) are some examples of widespread word embedding techniques.

Furthermore, previous research has demonstrated that the combination of word embed-

dings with lexicon-based features can improve the quality of text representations and can

lead to better prediction performance (Fu et al., 2018). This combination is exploited in this

thesis for the detection of stress in texts from social media, whose results are published in “A

text classification approach to detect psychological stress combining a lexicon-

based feature framework with distributional representation” (Section 3.2.1). Such

work hypothesizes that the combination of word embeddings with a framework of lexicon-

based features can yield positive results for stress detection from texts and validates it on

public English datasets.

Finally, there are certain aspects related to the nature of affective states that existing

approaches have not fully exploited. There is a considerable amount of research on the

influence of affective states such as stress (Dimitroff et al., 2017) and emotions (Petitta et

al., 2021) on an individual’s mood, as well as the role that data related to past emotions can
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play in predicting future moods (Hollis et al., 2017). Our work presented in “Prediction

of stress levels in the workplace using surrounding stress” (Section 3.2.2) exploits

the contagious nature of stress to predict stress levels of an individual. Such a system opens

additional possibilities for multimodal approaches that combine different methods for mental

illness or emotion recognition, as it decreases the quantity of data required and improves

the effectiveness in the presence of scarce data.

1.2.2 AmI-based interventions for psychological well-being promotion

Affective factors are crucial for everyday human functioning, as they support the response

of individuals to certain situations. Positive mental and emotional conditions are correlated

with healthy patterns and are associated with better life quality. However, when these

conditions are not suitable for a given situation, they can lead to adverse outcomes or even

be harmful (Gross, 2013). For example, negative affects such as anger, stress, or anxiety

may increase human susceptibility and vulnerability to illness (Cohen, Doyle, et al., 1995).

In addition, people’s mental and emotional condition will affect other aspects of their

life, such as social relationships or professional performance. It is widely recognized in the

working environment today that affective factors can positively or negatively influence em-

ployees’ well-being and performance (Zapf et al., 2021). In general terms, positive emotions

tend to be beneficial and contribute to a productive work environment, while negative emo-

tions tend to worsen well-being and performance (Lyubomirsky, King, and Diener, 2005).

The importance of psychological factors has fostered research into pervasive environments

with mental and emotional regulation capabilities. These environments aim at improving

people’s well-being by providing affective services intended to promote positive mental and

emotional conditions (J. Zhou and Kallio, 2005).

Emotion regulation consists of the alteration or management of the processes involved

in the generation, experience, or expression of emotions (Campos, Frankel, and Camras,

2004). It implies the ability to recognize and understand one’s own emotions and manage

and express them in an effective and healthy way. Given the impact of emotions on life, their

regulation is considered essential to health and well-being throughout the life span. Further-

more, it is a critical component of psychological well-being and effectual social functioning,

as it can affect an individual’s ability to perform tasks and make decisions.

Historically, research on emotion regulation has been based on the use of static self-

report measurement techniques. Nevertheless, in recent years, the focus has shifted to the

dynamic nature of emotion regulation processes. The most prevalent framework for the

analysis of emotion regulation is the process model proposed by Gross (2015). This model
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involves four phases that constitute an ongoing cycle: identification of the mental conditions

to regulate, selection of an appropriate regulation strategy, implementation of the strategy,

and monitoring of the outcomes.

Therefore, there has been a growing body of literature that addresses which strategies

are more effective in helping people to better regulate their mental and emotional conditions.

The strategies proposed range from ancient relaxation methods based on mindfulness (e.g.,

breath control or yoga) to more modern techniques of emotion induction (Pedrini et al.,

2022). The most studied emotion induction techniques involve the use of music (Moore,

2013), color (Sokolova et al., 2015), and lighting (Sroykham, Wongsathikun, and Wongsawat,

2014). Regarding music, the most effective and frequently studied musical cues in terms of

their influence on emotions are mode and tempo. With regard to color and lighting, research

highlights chroma and light temperature to produce an impact on emotions (Sroykham,

Wongsathikun, and Wongsawat, 2014). Finally, the influence of ambient conditions such as

temperature on emotion regulation has also been studied (T. Zhang et al., 2021).

The recent proliferation of digital technologies employed in the field of mental health

research has facilitated the implementation and monitoring of emotion regulation strategies.

Technology-based interventions are based on the theoretical frameworks of emotion regu-

lation but have a unique potential to overcome the major challenges existing in emotion-

regulation research (Bettis et al., 2022). A popular approach is the use of applications that

enable mood monitoring and direct intervention by goading users to be involved in a spe-

cific activity or offering assistance and support. The positive results demonstrated by these

solutions for the treatment of mental health-related issues such as anxiety or stress (Loo

Gee, Griffiths, and Gulliver, 2016) have boosted the development of mental health-related

apps (Wasil et al., 2019). The popularity of some of these apps (e.g., Calm or Pause) speaks

for itself in relation to their effectiveness in promoting mental and emotional well-being.

A step forward in these solutions is to leverage recent advances in natural language

processing and language generation models for the development of social conversational

agents. For example, the capabilities of social robots or chatbots to provide mental health

assistance and support or improve users’ mood have been demonstrated (Šabanović et al.,

2013), and solutions exploiting these technologies have proliferated. For example, the work

proposed by Pham et al. (2021) presents an emotion regulation system consisting of a robot

assistant that engages in an interactive conversation to distract and support the user in

managing negative emotions.

In addition, technological developments have enabled the delivery of automatic inter-

ventions that do not require direct participant involvement. These approaches are based
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on smart systems that benefit from ambient intelligence technologies to detect the mental

and emotional conditions of an individual and automatically adapt and adjust the environ-

ment to regulate them. Adjustments in ambient color, lighting, and music are likely to be

the basis on which these solutions are founded. For instance, Fernández-Caballero et al.

(2016) proposed a framework for a smart environment that automatically recognizes and

regulates individuals’ emotions through music and color. Similarly, Ortiz-García-Cervigón

et al. (2015) proposed an emotion regulation system based on RGB LED strips whose color

and intensity are adjusted to control the ambiance. Their study found that warm colors

were appraised as more tense, hot, and less preferable for lighting, while cold colors were

appraised as more pleasant.

The extensive research in the field demonstrates that smart environments have an out-

standing potential to promote mental and emotional well-being through the automatic de-

tection and regulation of psychological conditions. In these systems, there exists a variety of

techniques for implementing the adaptation and modification of the environment in response

to the context, such as ECA (event-condition-action) rules, decision trees, and case-based

reasoning (Sadri, 2011). Among them, ECA rules constitute one of the most popular ap-

proaches in the development of intelligent environments to improve well-being and health,

given their straightforward interpretation (Augusto et al., 2008; Leong, Ramli, and Peru-

mal, 2009). These rules consist of events and actions in a way that certain actions should

be taken upon the detection of certain events if certain conditions are satisfied.

The use of smart environments to automatically regulate mental and emotional condi-

tions is a key part of this thesis. Accordingly, the concepts described in this section are

used extensively in the following publications: "An Emotion Aware Task Automation

Architecture Based on Semantic Technologies for Smart Offices" (Section 3.2.6),

"An Emotion-Aware Learning Analytics System Based on Semantic Task Au-

tomation" (Section 3.2.5) and "An agent based simulation system for analyzing

stress regulation policies at the workplace" (Section 3.2.4).

1.2.3 Semantic technologies

The previous sections have described the potential of AmI-powered environments to im-

prove mental and emotional well-being through the detection and regulation of psycholog-

ical conditions. Research has shown the effectiveness of smart environments in enhancing

the comfort and well-being of people. However, a traditional problem when developing this

kind of system lies in finding a common way to represent information and knowledge. The

lack of a unified model to represent the knowledge these systems manage and share makes
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it challenging to integrate new components (e.g., devices or services) or adapt them to new

scenarios.

Thus, the establishment of a standard set of protocols or rules that delineate informa-

tion sharing and exchange among independent systems is essential. These protocols should

outline expected schemas, formats, and behaviour. One of the most popular solutions to

address this issue is the adoption of semantic technologies to express domain information.

Semantic technologies help to design a standard definition of concepts and relationships that

substitutes application-centric representation models and formats. Such definitions furnish a

machine-readable format that is both robust and easily understandable and can be reasoned

about and reused.

As the Semantic Web has gained popularity, there has been a notable growth in related

technologies such as languages, standards, and reasoners (Gams et al., 2019). The most

popular standard to define how data should be organized and interchanged is Resource

Description Framework (RDF) (Decker et al., 2000). The RDF provides a straightforward

and general-purpose model for representing information based on subject-predicate-object

statements. For example, let us consider the expression “Edward feels sad”. Here, “Edward”

is the subject, “feels” is the predicate, and “sad” is the object. We could represent this

information along with other related information using RDF triples as:

<http://example.com/edward> <http://example.com/born-in> <http://

example.com/

usa> .

<http://example.com/edward> <http://example.com/work-as> <http://

jobs.test/

artist> .

<http://example.com/edward> <http://example.com/feels> <http://

emotions.test/

sad> .

Listing 1.1: Example of RDF

Listing 1.1 encodes the following information: Edward is an artist born in the USA who

feels sad. Note that to adhere to the Linked Data principles, each element of triples must

have a URI that is addressable and unique to each specific concept.

Besides, RDF model can be extended to support more sophisticated ontological repre-

sentations. A popular extension is Notation 3 (also known as N3), an assertion and logic

language that extends the RDF data model by adding formulae, variables, logical impli-

cation, and functional predicates (Berners-Lee and Connolly, 2008). In addition, it also
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provides a textual syntax alternative to RDF/XML that significantly enhances its readabil-

ity. The previous example could be represented using Notation3 in a more clear way, as

shown in Listing 1.2.

@prefix ex: <http://example.com/> .

@prefix jobs: <http://jobs.test/> .

@prefix emotions: <http://emotions.test/> .

ex:edward ex:born-in ex:usa ;

ex:work-as jobs:artist ;

ex:feels emotions:sad .

Listing 1.2: Example of RDF in Notation3

The formulae and logical and functional capabilities provided by Notation3 enable the

representation of rules. This allows semantic reasoners to automatically infer new knowledge

based on existing information. For example, in the previous example, it would be logical to

assume that if Edward was born in the USA, he speaks English. We could benefit from the

logical capabilities of Notation3 to express this rule, as shown in Listing 1.3.

@prefix ex: <http://example.com/> .

{

ex:edward ex:born-in ex:usa .

}

=>

{

ed:edward ex:speaks ex:english.

}

Listing 1.3: Example of rule in Notation3

In this way, a semantic engine could automatically infer that Edward speaks English,

given that he was born in the USA. A step forward in this example would be the represen-

tation of more generic rules, which is also permitted by Notation3. For example, we can

represent a rule indicating that any person who was born in the USA speaks English, as

shown in Listing 1.4.

@prefix ex: <http://example.com/> .

{

?person ex:born-in ex:usa .

}
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=>

{

?person ex:speaks ex:english.

}

Listing 1.4: Example of a generic rule in Notation3

The above examples have shown how to use RDF to define a representation model

and to express information for our example domain. However, the potential of semantic

technologies can not be fully realized if different data sources represent the same concepts

employing vastly unlike predicates and URIs. Therefore there is a need to agree on a set

of definitions grouping common predicates and entities. These definitions are referred to

as ontologies and provide a mechanism for sharing knowledge (Gruber, 1993). Ontologies

contribute helpful concepts such as classes, relationships, and properties and facilitate the

exchange of semantically annotated information among heterogeneous applications. This

leads to significant enhancements in interoperability and scalability. An ontology typically

represents a particular domain in detail and inherits concepts from other ontologies when

required to foster reusability and composability. Subsequently, systems are able to combine

parts or modules from different ontologies to represent their entire knowledge base. Indeed,

Linked Data principles encourage reusing existing models rather than creating new ones.

This thesis aims at semantic modeling the process of automatic regulation of affective

states. Three different domains are involved in this process: affect, intelligent environments,

and rule-based automation. The first comprises the emotions and mental factors that are

being recognized and regulated. The second includes all the issues related to sensing and

actuating in the environment. Finally, the rule-based automation domain covers the pro-

cedure of inducing the corresponding actions to adapt the environment in response to the

assessed circumstances and accordingly to the defined rules.

Consequently, a review of the main existing ontologies has been conducted for each

involved application domain. Fig. 1.2 shows an overview of the different domains where we

have applied semantic modeling and the most prominent ontologies existing for each domain.

These ontologies are described in the following lines.

Semantic modeling has emerged as a widely-used method for representing data in smart

environments. One of the most outstanding ontologies within this field was proposed by

the W3C Semantic Sensor Network Incubator Group: the Semantic Sensor Network (SSN)

ontology (Compton et al., 2012). SSN was released in 2012 and enables the representation

of notions related to ambient intelligence, such as sensor, actuator, and observation. In the
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Figure 1.2: Overview of the main ontologies existing in the different areas.

ensuing years, the SSN ontology was upgraded and gave rise to the Sensor, Observation,

Sample, and Actuator (SOSA) ontology (Janowicz et al., 2019).

The SSN ontology is structured into several modules Haller et al., 2019. Its core mod-

ule is the so-called SOSA (Sensor, Observation, Sampling, Actuator), an independent and

lightweight module that contains the primary classes and properties. SOSA provides a flex-

ible framework that enables the representation of all the concepts concerned with sensing

and actuation in addition to the relationships among them (Janowicz et al., 2019). Conse-

quently, it can be employed as a standalone ontology. It is possible to explore SOSA from

two different points of view: observation and actuation.

From the point of view of observation, we discover classes intended to be employed in

sensing and measuring activities. The observation of a property is considered an event,

which is concluded once the result is available. Specifically, SOSA defines the class Sensor,

which represents a physical device that performs an Observation on some ObservableProp-

erty. From the perspective of actuation, we find classes intended to model variations and

actuations. In this regard, SOSA provides the class Actuator, which represents a physical

device performing an Actuation on some ActuatableProperty. ObservableProperty and Ac-

tuableProperty subclass ssn:Property, which represents a quality of an entity. Lastly, SOSA

offers two models to link the value of a property to observation or actuation activities. The

sosa:hasSimpleResult property can be used to represent results consisting of a simple literal,

while the object property sosa:hasResult is needed to represent more complex results as it

offers the possibility to link an individual to the observation.

The aforementioned ontologies enable the modeling of devices, platforms, and commu-

nication systems present in a smart environment but do not address the modeling of the
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rule-based automation process. Rule-based knowledge can be modeled and implemented

with a wide variety of ontologies, such as RuleML (Boley, Paschke, and Shafiq, 2010), Se-

mantic Web Rule Language (O’Connor et al., 2005), Rule Interchange Format (RIF) (Kifer,

2008), and Evented Web (EWE) (Coronado, Carlos A Iglesias, and Serrano, 2015). Among

these, this thesis focuses on EWE, which is specifically designed for the modeling of Task

Automation Services (TASs).

EWE ontology has been designed based on an analysis of some of the most prominent

TAS 1 with the purpose of enabling the modeling of the rule-based automation processes in

a smart environment. It defines the key aspects of task automation services in a descriptive

manner and offers a standard model for their representation. The primary elements of

the ontology were defined and formalized, founded on a set of key standpoints identified:

configurability, privacy, integration, and communication. Furthermore, EWE is based on

OWL 2 classes, and enables inferences employing a SPARQL Inferencing Notation (SPIN)

Engine2 and Notation 3 (N3) Logic3.

The core of EWE is composed of four major classes: Channel, Event, Action, and

Rule. The class Channel defines entities such as smart services or devices that can generate

events, provide actions, or both. For instance, in the context of an intelligent environment,

sensors such as a stress level detector and actuators such as a smart speaker are described as

channels. The class Event represents a specific occurrence of a process and can be used to

define the conditions under which a series of actions should be triggered. These conditions

support the configuration of certain parameters to provide additional details. For example,

the recognition of a high-stress level produced by the stress detector sensor could be an

entity belonging to this class. The class Action defines an operation to be triggered under

certain conditions. An action provides effects that are specific to the action itself and can

be configured to react accordingly to the data collected from an event. Following the smart

environment context, playing relaxing music is an example of action generated by the smart

speaker channel. Finally, the class Rule defines an Event-Condition-Action (ECA) rule, such

as “If a high-stress level is detected, then play some relaxing music.”.

Finally, with regard to the representation of affects, the literature also presents interest-

ing alternatives, among which we emphasize the Human Emotion Ontology (HEO) (Grassi,

2009), and Onyx (Sánchez-Rada and Carlos A. Iglesias, 2016). Specifically, this thesis em-

ploys Onyx due to its more generic approach. Onyx is a publicly available ontology for

1Task Automation Services study: http://www.gsi.upm.es/ontologies/ewe/study/

full-results.html
2TopBraid (Available at https://www.w3.org/2001/sw/wiki/TopBraid
3Euler Yet another proof Engine (EYE) Available at http://eulersharp.sourceforge.net/
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emotion representation that integrates with the Provenance Ontology 4, which provides

the capability to reason about the origin of data annotations. Furthermore, it provides a

meta-model for emotions, allowing the publication of new emotion models while preserving

semantic validity, thereby facilitating the detachment between representation and psycho-

logical models. This has great relevance, given the lack of a standard wide-adopted model

for emotions.

The Onyx ontology contains three primary classes that are worth explaining. Namely,

they are: Emotion, EmotionAnalysis and EmotionSet. Emotion represents the affective state

of an individual. EmotionAnalysis contains several details regarding the process followed to

annotate an entity (e.g., a text or a video segment), such as the source or the algorithm

used. Finally, the EmotionSet represents a group of emotions found in a given entity.

Semantic technologies are used frequently in smart environments. However, their appli-

cation to emotion-aware systems aimed at enhancing and promoting mental and emotional

well-being has yet to be thoroughly studied. In this line, further research is needed in the

integration of affective sensors and semantic modelling into a unified smart automation plat-

form. This idea serves as motivation for the work described in “An Emotion Aware Task

Automation Architecture Based on Semantic Technologies for Smart Offices”

(Section 3.2.6), “An Emotion-Aware Learning Analytics System Based on Seman-

tic Task Automation” (Section 3.2.5) and “Semantic Modeling of a VLC-Enabled

Task Automation Platform for Smart Offices” (Section 3.2.3).

1.2.4 Agent-based simulation for well-being promotion

Comprehension and understanding of a complex well-being promotion ecosystem is a chal-

lenge. The reconditeness of human behaviour coupled with the economic costs associated

with the design, implementation, and validation of interventions are known obstacles to the

promotion of well-being. Furthermore, the application of technology to such an ecosystem

may entail additional levels of complexity (Kalton et al., 2016). Therefore, there is a need

for solutions that enable the suitability and efficacy of promotion strategies before their

implementation. These solutions aim at assisting the development, evaluation, and predic-

tion of the impact of well-being promotion strategies without interfering with the real-world

environment (Kalton et al., 2016). In this context, a popular approach is the utilization of

agent-based simulation and modeling techniques.

Agent-based simulation is a computational method for visualizing and analyzing complex

dynamic systems (Tracy, Cerdá, and Keyes, 2018). It consists of agents with a predetermined

4Provenance Ontology. Available at: https://www.w3.org/TR/prov-o/
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set of attributes that make decisions and interact with each other and their surroundings.

Agents can represent any entity of interest, from human individuals to organizations, ser-

vices, or devices. The behaviour of these simulated entities can be adapted in response

to their learning, experience, and interactions in accordance with a set of programmable

rules. These rules are intended to represent important aspects of the real world, including

a variety of individual or community-level traits and other social affects. The individual’s

personal qualities, their social and physical surroundings, and the interactions agent-agent

and agent-environments are defined by these rules (Badham et al., 2018).

In this way, agent-based simulation systems can potentially yield great fidelity between

the real environment and the model, supporting the extrapolation from the virtual simulated

scenario to the real world. The insights and conclusions drawn from the outcomes obtained

with the simulation can be used to understand the real environment. Therefore, agent-

based simulation allows designers to analyze the impact and outcomes of strategies through

simulations in virtual scenarios with the same characteristics as the real environment.

The benefits of agent-based simulation have made it the ideal solution for a wide range

of applications and has been applied with positive outcomes in several domains, including

emergency evacuation (Hawe et al., 2012), commerce (Chen et al., 2008), or traffic man-

agement (Bazzan and Klügl, 2014). These systems have also been used in the health field,

mainly in the modeling of infectious disease transmission and control in populations (Shamil

et al., 2021). The susceptible-infected-recovered (SIR) framework has become the most pop-

ular and widely utilized model for simulating infectious disease transmission (Siettos and

Russo, 2013). This framework utilizes differential equations to govern the flow between sus-

ceptible, infected, and recovered states within a population. The SIR framework has been

successfully applied to a variety of infectious diseases, including influenza and COVID-19,

and has provided valuable insights into the spread and potential control measures for these

diseases.

In the last decades, agent-based simulation has been increasingly applied to noncommu-

nicable diseases and health behaviours (Tracy, Cerdá, and Keyes, 2018). This has also been

reflected in an increase in the number of papers related to the use of agent simulation for

the analysis of mental and emotional conditions. One of the most relevant works in this

field is the one proposed by Silverman (2001). Silverman proposed a framework integrating

theories and models related to human behaviour modeling literature, including physiologi-

cal, cognitive, and emotive processes. This model has been particularly defined for modeling

human behaviour in agents and has served as a starting point for related works based on

agent simulation for the analysis of mental issues as stress (Duggirala et al., 2016; Singh
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et al., 2016). There are also some works related to the analysis of depression. For exam-

ple, Abdelhamid et al. (2016) developed an agent-based model for analyzing the evolution

of depression that included agent-to-agent interactions and within-agent interactions among

depression symptoms.

Emotional agents have been considered in a wide range of works related to crowd evac-

uation, analyzing the evolution of emotions during emergencies, their impact on the execu-

tion of emergency procedures, and even their propagation and contagion among agents (S.

Yang et al., 2020). Furthermore, emotion contagion is also a ubiquitous target for agent

simulation-based analysis, as demonstrated by the large number of works conducted in this

field (Haeringen, Gerritsen, and Hindriks, 2023).

Finally, regarding the efficacy of mental health interventions, some studies have been

performed to analyze the influence of diverse mindfulness programs on specific aspects. For

example, García-Magariño and Plaza (2017) designed a system to simulate the effect of

mindfulness on specific mental and emotional conditions. However, agent-based simulation

is still relatively uncommon in the areas of mental and emotional well-being promotion, and

its application to psychological aspects is still challenging.

One of the most challenging aspects in developing an agent-based system is the spec-

ification of the model, specifically to decide an appropriate level of detail that finds the

suitable balance between simplicity and realism (Tracy, Cerdá, and Keyes, 2018). This level

of detail falls on a continuum whose position is defined by the main target of the model. In

general terms, the level of detail increases according to the importance of the level of realism

required by the system (Badham et al., 2018). The difficulty in addressing this challenge

is exacerbated in the context of agent-based models where there is a lack of theoretical

consensus or empirical data, as is often the case when modeling human behaviour (Jager,

2017).

The scarcity of empirical data also leads to challenges related to the validation of the

models. There exist, however, validation techniques that not only increase confidence in

model results but also help to elucidate the contribution of specific parameters to the ex-

planatory capability of the model. An example of this technique is sensitivity analysis, which

is an essential practice in ABM (Saltelli and Annoni, 2010). Sensitivity analysis consists of

systematically varying the model inputs and analyzing the effect on the simulation results.

In addition, it can be combined with qualitative methods or specific experiments to better

assess the validity of the system (Chalabi and Lorenc, 2013).

As commented before, approaches to psychological well-being promotion based on agent

simulation are scarce. A more detailed and realistic model for this domain can benefit
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research, and that has been the motivation for the work presented in “An agent based

simulation system for analyzing stress regulation policies at the workplace” (Sec-

tion 3.2.4).

1.3 Hypotheses

To drive the research described in this thesis, a set of hypotheses have been defined in view of

the described background and context. These hypotheses aim to narrow down and precisely

introduce the challenges to address in order to clearly verify and validate the contributions

of this work. The defined hypotheses are:

• Hypothesis 1 (H1). Social, environmental, and personal-related signals can

help to predict work-related mental disorders using non-obtrusive tech-

niques. With the first hypothesis, we assume that work-related mental disorders such

as occupational stress can be predicted using non-obtrusive methods that take into

account social, environmental and personal-related information. Therefore, this hy-

pothesis guides us to the study of which techniques based on the exploitation of users’

information can enhance the assessment of mental disorders, and to which extent.

• Hypothesis 2 (H2). The development of mental disorder models can help in

understanding the effects of each factor for proposing suitable regulation

techniques. With this hypothesis, we theorize that the definition of mental disorder

models can help to identify the influence of different factors on mental and emotional

welfare, as well as provide further insight into their foundations and management.

Besides, we raise a hypothesis that a model promoting the understanding of these

factors can also help in proposing suitable regulation techniques.

• Hypothesis 3 (H3). Mental and emotional well-being in the workplace can

benefit from the seamless integration of social and personal sensors and

actuators. With the last hypothesis, we put forth the assumption that the smooth

interoperation between sensors and actuators which are aware of users’ personal and

contextual information can enhance mental and emotional well-being in the workplace.

This hypothesis leads us to an approach for a intelligent system that takes care of the

users’ preferences, emotions, mental state and context to improve their welfare and

comfort.

To address each of the above three hypotheses, this thesis proposes a number of ap-

proaches.
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1.4 Objectives

Motivated by the above-described hypotheses and to fulfill the motivation of this thesis, the

main goal of this thesis has been outlined. The primary objective is to deliver a solution

that will promote mental and emotional welfare in the workplace using intelligent techniques.

However, as depicted in the previous sections the challenges related to the enhancement of

mental and emotional well-being in the workplace arise from a number of matters. This, the

thesis global objective has been broken down into a number of more particular ones that

contribute to progressively build the final solution:

• Objective 1 (O1). Specification of an approach for stress prediction using

non-obtrusive methods. This approach should utilize context and personal-related

data to predict the stress level of an individual. The approach will achieve this by the

exploitation of textual information and analysis of surroundings, in order to ensure its

unobtrusiveness.

• Objective 2 (O2). Design of an agent-based simulation model for under-

standing stress-related factors and regulation policies in the workplace.

This model should help to identify and understand the different elements and factors

which interfere on occupational stress, enabling the definition and analysis of regula-

tion policies. The reliability and robustness of the model should be guaranteed by its

validation with real data.

• Objective 3 (O3). Development of a reference architecture for an emotion-

aware automation platform based on semantic technologies. The architecture

should seamlessly integrate a variety of connected devices and services able to capture

users’ information and adapt the environment accordingly. This architecture should

incorporate a defined semantic model to guarantee the interoperability and scalability

of all system components.

1.5 Document outline

The remainder of the document is organized as follows:

• Chapter 2 presents the methodology used to conduct and evaluate the outcomes of

this thesis. It describes the phases of the research, some strategies followed on research

methods, and how and under which criteria the different outcomes are evaluated.
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• Chapter 3 is a compilation of the full text of the publications that form the core of

this thesis. First, a list of the publications is provided. Then, each article is presented

in a separate section, where the complete text is preceded by a table containing related

useful information (title, authors, etc.).

• Chapter 4 contains a general discussion about this thesis. It provides a general

overview of the solutions proposed and an analysis of the results obtained. Subse-

quently, it presents a discussion of the main findings of the research describing their

implications and significance and concludes with a description of possible lines for

future research.

Finally, Appendix A contains a summary of all articles published during the course of

this thesis, including those with an indirect relation to this thesis.
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CHAPTER2
Methodology

One of the fundamental principles of the scientific method is the importance of con-
ducting rigorous and methodological research. This means carefully planning and
conducting the research in a way that minimizes bias and maximizes the reliability
of the results. This chapter provides a detailed and systematic description of the re-
search approach followed in order to arrive at the research findings and conclusions
presented in the subsequent chapters.
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2.1 Introduction

The complex and multi-dimensional nature of mental and emotional well-being poses a series

of challenges when conducting research in the field. One of these challenges is the necessity

to integrate theoretical and empirical approaches. The combination of both approaches

allows researchers to achieve a broader and more nuanced comprehension of the different

factors contributing to well-being and how they can be adapted to improve it.

The theoretical foundations of this thesis are grounded in the area of artificial intelli-

gence, more specifically in the fields of ambient intelligence, agent-based simulation, Linked

Data, and machine learning. However, the work conducted in this thesis follows a mul-

tidisciplinary approach and is also linked to other areas, such as psychology or medicine.

A range of theoretical perspectives in these areas has been exploited, including theories of

emotion modeling, mental and emotional condition regulation, mental illness models, and

propagation or contagion of moods. These theories provide a framework to understand the

processes underlying well-being, so we have drawn upon these theoretical foundations to

design and implement new technology-based approaches to mental and emotional well-being

promotion.

Given the multiple areas of artificial intelligence involved in this thesis, we have leveraged

a wide range of different technologies for the development of the proposed solutions. This

led us to the use of empirical methods that allowed us to test the validity of our hypotheses

and evaluate the proposed solutions. Nevertheless, assuring the reliability and robustness of

the solutions requires the use of specific validation techniques depending on the technologies

involved and the nature of the proposed approaches. In this regard, our thesis has used

a set of validation techniques, including experiments in real scenarios, sensitivity analysis,

statistical analysis, or machine learning performance metrics.

Concerning real-world experiments, it is worth mentioning that some of them involved

real participants. In these cases, the experiment was designed according to the ethical

standards of participation with humans, and the ethical approval for the experiment was

obtained by the corresponding ethics committee when needed.

The following sections outline the phases of our research, along with the specific method-

ological considerations that have been followed for each research line in this thesis.
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2.2 Phases

The organization of this thesis is built upon the foundation of three main fields of knowledge:

automatic psychological awareness, agent-based simulation for analyzing well-being promo-

tion strategies, and smart environment adaptation. These phases were further subdivided

into different tasks:

1. Phase 1 (automatic recognition of psychological condition)

(a) Study of the state of the art in automatic recognition of psychological condition

(b) Definition of a non-obtrusive approach to recognize stress

(c) Implementation of models for automatic stress detection

(d) Evaluation of the proposed models

2. Phase 2 (agent-based simulation for analyzing well-being promotion strategies)

(a) Study of the state of the art in agent-based simulation for well-being promotion

(b) Definition of a model for occupational stress based on work and ambient condi-

tions

(c) Development of an agent-based simulation system to analyze mental well-being

promotion strategies

(d) Analysis of mental well-being promotion strategies with the developed system

(e) Evaluation of the proposed system

3. Phase 3 (smart environment adaption)

(a) Study of the state of the art in smart environment adaption for well-being pro-

motion

(b) Definition of a semantic vocabulary of an emotion-aware automation platform

(c) Development of a reference architecture for a semantic emotion-aware automation

platform

(d) Evaluation of the proposed platform

2.3 Evaluation

The anticipated results of this thesis can be grouped into one of the following categories:

machine learning models, agent-based models, semantic vocabularies, reference implemen-

tations, and software architectures. The validity of all these results must be assessed before

they can be considered a scientific contribution.
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Machine learning models are, a priori, the easiest to evaluate properly. The extensive

literature in the field contains a series of well-established methodologies and guidelines for

the implementation and evaluation of machine learning-driven research. In this way, each

machine learning model is evaluated on multiple datasets, and different performance metrics

like accuracy, precision, and F-Score are computed. These metrics provide some insights

regarding the performance of the proposed model.

Also, to further study the impact and performance of the models, and to determine

whether there is a difference between the classification methods, performing a statistical

analysis is a good practice (Alpaydin, 2020). Such an analysis should be done when possible,

as it helps to avoid subjective observations of the results. Accordingly, the machine learning

models of this thesis have been evaluated through a number of statistical tools, providing

exhaustive comparisons among them and also with existing baselines in the field. To this

end, available public datasets have been used,

The validation of agent-based simulation systems refers to the process of assessing the

accuracy, reliability, and robustness of these systems. This is a crucial step in the devel-

opment and use of these systems, as it helps to ensure the significance and utility of the

insights drawn from them. There are several popular approaches to validating agent-based

simulation systems. The validation of these systems is also well-covered by the literature,

and popular techniques include comparing the output of the simulation to experimental

data and using sensitivity analysis to test the robustness of the simulation (Heath, Hill, and

Ciarallo, 2009).

Sensitivity analysis is a popular and straightforward approach that consists in system-

atically varying the input parameters of the simulation and assessing the impact on the

output. This can help identify which parameters are most important and to which extent

the simulation is sensitive to small changes in these parameters. However, the comparison

with experimental data presents more challenges due to the scarcity of available data. We

have faced this problem during this thesis, given the scarce data available for the analysis

of psychological well-being in the workplace. Thus, we have performed some experiments

in a real scenario to collect data from the real-world system being studied and compare it

to the output of the simulation. This evaluation provides the researchers with confidence in

the accuracy and reliability of the results and analysis performed with the system.

Real-world experiments were also used to evaluate the proposed environment adapta-

tion methods. These experiments were intended to assess the effectiveness of the proposed

methods in the regulation of the psychological state and to measure the satisfaction and per-

formance of users. A within-subject design was used, that is, all participants were exposed
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to every condition.

As for reference implementations and additional types of software results, we have fol-

lowed standard software engineering practices. We have ensured that all software modules

are documented, tested, and conform to specifications. Besides, the developed software has

been published under Open Source licenses on public code repositories (GitHub and Git-

Lab). In this manner, a community-driven approach is enabled where external researchers

are fostered to find flaws or contribute with their adaptations or enhancements to the code.

In addition, in order to simplify installation and ensure compatibility with as many plat-

forms as possible, we have also provided containerized images of our software. Specifically,

we used Docker, one of the most popular open-source containerization software.

Finally, we defined a set of competency questions to evaluate semantic vocabularies to

check their selection capabilities. Competency questions represent the ontology requirements

and consist of a set of queries related to the data that the ontology must be able to answer

correctly (Wisniewski et al., 2019).
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CHAPTER3
Publications

This chapter presents the core papers published as part of this Ph. D. thesis. These
papers represent the primary research contributions of this work and demonstrate its
novelty and significance.
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3.1 Introduction

The table below provides an overview of the publications that are included as part of this

thesis. As this document is structured as a compilation of publications, only those that meet

the established criteria are included in this section. A comprehensive list of the author’s

publications, including those not directly related to the research objectives of this thesis,

can be found in A.

Table 3.1: List of publications directly related to this thesis

Page Title Year Venue Ranking

35 A text classification approach
to detect psychological stress
combining a lexicon-based fea-
ture framework with distribu-
tional representations

2022 Information Processing &
Management

JCR 2021 Q1
(7.466)

55 Prediction of stress levels in
the workplace using surround-
ing stress

2022 Information Processing &
Management

JCR 2021 Q1
(7.466)

69 Semantic Modeling of a VLC-
Enabled Task Automation
Platform for Smart Offices

2022 Electronics JCR 2021 Q3
(2.690)

89 An agent based simulation sys-
tem for analyzing stress regula-
tion policies at the workplace

2021 Journal of Computational Sci-
ence

JCR 2021 Q1
(3.817)

103 An Emotion-Aware Learning
Analytics System Based on Se-
mantic Task Automation

2020 Electronics JCR 2021 Q3
(2.690)

128 An Emotion Aware Task Au-
tomation Architecture Based
on Semantic Technologies for
Smart Offices

2018 Sensors JCR 2021 Q1
(3.847)
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3.2 List of central publications

3.2.1 A text classification approach to detect psychological stress combining
a lexicon-based feature framework with distributional representations

Title A text classification approach to detect psychological stress combining a lexicon-based feature
framework with distributional representations

Authors Muñoz, Sergio and Iglesias, Carlos A.

Journal Information Processing & Management

Impact factor JCR 2021 7.466

ISSN 03064573

Volume 59

Year 2022

Keywords Stress detection, stress framework, distributional representations, text classification, affective com-
puting

Pages 103011

Online https://linkinghub.elsevier.com/retrieve/pii/S0306457322001212

Abstract Nowadays, stress has become a growing problem for society due to its high impact on individ-
uals but also on health care systems and companies. In order to overcome this problem, early
detection of stress is a key factor. Previous studies have shown the effectiveness of text analysis
in the detection of sentiment, emotion, and mental illness. However, existing solutions for stress
detection from text are focused on a specific corpus. There is still a lack of well validated methods
that provide good results in different datasets. We aim to advance state of the art by propos-
ing a method to detect stress in textual data and evaluating it using multiple public English
datasets. The proposed approach combines lexicon-based features with distributional represen-
tations to enhance classification performance. To help organize features for stress detection in
text, we propose a lexicon-based feature framework that exploits affective, syntactic, social, and
topic-related features. Also, three different word embedding techniques are studied for exploiting
distributional representation. Our approach has been implemented with three machine learning
models that have been evaluated in terms of performance through several experiments. This
evaluation has been conducted using three public English datasets and provides a baseline for
other researchers. The obtained results identify the combination of FastText embeddings with a
selection of lexicon-based features as the best-performing model, achieving F-scores above 80%.
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Sergio Muñoz ∗, Carlos A. Iglesias
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A R T I C L E I N F O

Keywords:
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A B S T R A C T

Nowadays, stress has become a growing problem for society due to its high impact on
individuals but also on health care systems and companies. In order to overcome this problem,
early detection of stress is a key factor. Previous studies have shown the effectiveness of text
analysis in the detection of sentiment, emotion, and mental illness. However, existing solutions
for stress detection from text are focused on a specific corpus. There is still a lack of well-
validated methods that provide good results in different datasets. We aim to advance state
of the art by proposing a method to detect stress in textual data and evaluating it using
multiple public English datasets. The proposed approach combines lexicon-based features with
distributional representations to enhance classification performance. To help organize features
for stress detection in text, we propose a lexicon-based feature framework that exploits affective,
syntactic, social, and topic-related features. Also, three different word embedding techniques
are studied for exploiting distributional representation. Our approach has been implemented
with three machine learning models that have been evaluated in terms of performance through
several experiments. This evaluation has been conducted using three public English datasets
and provides a baseline for other researchers. The obtained results identify the combination of
FastText embeddings with a selection of lexicon-based features as the best-performing model,
achieving F-scores above 80%.

1. Introduction

Mental illness – and more specifically, stress – is a growing problem for modern society (Can, Chalabianloo, Ekiz and Ersoy,
2019). Stress has become part of our daily lives, impacting affected individuals and their families, health care systems, private and
social insurers, employers, work colleagues, and the society at large (Kassymova et al., 2019).

The economic and health costs that stress entails worldwide are much more significant than expected. In Europe, a public survey
identified stress as the second most prevalent work-related health problem (for Safety & at Work, 2013). According to this survey,
the stress in the workplace is a frequent issue for 51% of European employees, and 40% of them feel that stress is not handled
effectively (Parent-Thirion et al., 2012). In terms of economic impact, the annual cost to the European companies of work-related
stress is estimated at 25 billion euros (Hassard et al., 2014). The problem is not particular to Europe since existing reports from
countries worldwide show similar results. For example, in the United States, 40% of workers consider their job notably or vastly
stressful, whereas 29% of them feel slightly or highly stressed at the workplace (Saute et al., 1999). Also, it is estimated that the
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United States spends 300 billion USD per year on stress-related diseases (Can, Arnrich and Ersoy, 2019). Available reports from
other countries such as China (Xiong, Skitmore, & Xia, 2015) or Australia (Society, 2015) show the global importance of the stress
problem.

In the light of its high impact, preventing and regulating stress has become a critical health issue for populations (Greene,
Thapliyal, & Caban-Holt, 2016). Early detection and monitoring of stress problems can significantly improve the efficiency of
interventions, decreasing their costs and preventing stress from being chronic (Can, Chalabianloo et al., 2019). In this context,
methods are needed to detect stress in time. Stress detection has been traditionally assessed using self-reports in response to
standardized questionnaires (Andreou et al., 2011), such as Perceived Stress Scale (Chan & La Greca, 2020) or Depression Anxiety
and Stress Scale (Osman et al., 2012). Although the validity of these methods has been proved, they suffer from two major drawbacks:
their frequent delay in diagnosis, which makes them unsuitable for early detection, and their subjectivity and dependence on subjects’
recall and situation awareness (Alberdi, Aztiria, Basarab, & Cook, 2018).

For this reason, there is still a need for objective measures to detect stress based on physical and physiological informa-
tion (Greene et al., 2016). The great advances in affective computing open a range of possibilities for addressing these issues.
In recent years, a great deal of effort has been devoted to research into methods and systems that use smart devices and affective
computing algorithms for automatic stress detection. Some of the most popular approaches consist of the analysis of physiological
signals (de Santos Sierra, Ávila, Casanova, & del Pozo, 2011), facial expression (Giannakakis et al., 2017), speech (Hansen & Patil,
2007), phone usage (Ferdous, Osmani, & Mayora, 2015), or keystroke-dynamics (Vizer, Zhou, & Sears, 2009). These methods avoid
the subjective response bias from the individual introduced in self-report questionnaires, and their reliability has been proved.
However, their intrusiveness and high implementation costs are often a major constraint (Novais & Carneiro, 2016).

This challenge has boosted the research on more economical and unobtrusive methods, such as the use of social media data (Lin,
Jia, Nie, Shen, & Chua, 2016). Social media services where users communicate and share their thoughts or experiences have gained
popularity and provide a vast amount of information related to people’s emotions, daily moods, and worries (Pang et al., 2019).
Textual data coming from these platforms have been successfully exploited by the research community in a wide variety of text
classification applications such as detection of sentiment (Yue, Chen, Li, Zuo, & Yin, 2019), radicalization (Araque & Iglesias, 2020)
and also mental illness (Banerjee & Shaikh, 2021; Chancellor & De Choudhury, 2020). The most popular approach in the literature
concerning text classification is the use of machine learning techniques that represent texts as vectors in a feature space and classify
them into categories (Bandhakavi, Wiratunga, Padmanabhan, & Massie, 2017).

Some studies have exploited these techniques for the task of stress detection from text (Cao et al., 2021; Lin et al., 2016; Winata,
Kampman, & Fung, 2018). Existing works achieve great results, but they focus on specific data sources. Thus, there is still a lack of
well-validated methods that show good results in different datasets. We aim to contribute to state of the art in stress classification
from text by proposing a machine learning method to detect stress in corpora from different sources: personal interviews, Reddit
social network, and Twitter social network. Also, our work aims at identifying which features and techniques perform better.
Therefore, we focus on the following research questions (RQs) related to the task of stress classification from text:

• RQ1: Which kinds of lexicon-based features are more relevant and yield better results?
• RQ2: How do different machine learning models compare in terms of performance?
• RQ3: Can a machine learning approach achieve good results when evaluated on several corpora?

Motivated by these RQs, this paper proposes three different machine learning models for detecting stress in texts: the first
consists of a lexicon-based feature extraction method, the second uses word embedding techniques for exploiting distributional
representations, and the third combines distributional representations with lexicon-based features. For this purpose, our work
proposes a lexicon-based feature framework that exploits affective, syntactic, social, and topic-related features. This framework aims
at helping in the organization and characterization of features for stress detection in text. Besides, three different word embedding
techniques are considered to analyze their suitability for the stress detection task. To evaluate the effectiveness of the proposed
models, several experiments have been conducted using public English datasets from the three different sources mentioned before.
In this way, a baseline for other researchers is provided. Furthermore, the relevance of the experiments is confirmed with a statistical
study that allows us to further analyze the proposed models’ performance. Finally, our best-performing model is compared with state-
of-the-art stress detection methods in text. The obtained results identify the combination of FastText embeddings with a selection
of lexicon-based features as the best-performing method. This method outperforms the existing works for every dataset, achieving
F-scores that surpass 80%.

The rest of the paper is organized as follows. An overview of stress theory and text classification methods is given in Section 2.
Following, Section 3 presents the used datasets along with a preliminary analysis performed on them. The feature framework for
stress detection from text is presented in Section 4. In Section 5, the proposed stress detection models are described. Later, in
Section 6, the experimental setup aimed at evaluating the proposed models is presented, along with the obtained results. A discussion
regarding the main findings of the article is given in Section 7. Finally, the paper concludes in Section 8, where conclusions drawn
from the work are depicted, and an outline of possible lines of future work is presented.

2. Related work

This section presents the background and related work of the concepts and technologies involved in the paper. First, Section 2.1
gives an overview of stress theory and detection methods. Then, Section 2.2 introduces popular approaches for text classification.
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2.1. Psychological stress

Due to the subjectivity of stress and the different contexts where this concept is used, a universally recognized definition for stress
is still lacking (The American Institute of Stress, 2013). One of the earlier and more generic stress definitions was proposed by Hans
Selye, who defined stress as the non-specific response of the body to any demand (Selye, 1956). Over the last years, a vast number of
extended and more specific stress definitions have been proposed (Burman & Goswami, 2018). For example, Kim and Diamond (Kim
& Diamond, 2002) propose a stress definition that considers that stress requires three main components: heightened excitability or
arousal, an experience perceived as aversive, and lack of control. Another perspective is proposed by Cox and Griffiths (1995a),
Cox and Griffiths (1995b) who state that the definition of stress can be addressed from three different approaches: psychological,
engineering, and physiological. From a psychological point of view, stress can be seen as a dynamic process that stems from the
interaction between an individual and the environment. The engineering approach defines stress as a stimulus of the environment
in the form of a demand level. Finally, regarding the physiological one, stress can be defined as the changes that occur in a human
under pressure. According to this, stress can be non-formally defined as the reaction of the human body to any challenging or
hazardous situation (Can, Arnrich et al., 2019).

The stress subjectivity and complexity have also resulted in numerous stress theories that form the basis for understanding
stress (Dewe, O’Driscoll, & Cooper, 2012). One of the most relevant is the Person–Environment (P-E) fit theory (French, Caplan,
& Van Harrison, 1982), founded on the studies by Lewin (1936) and Murray (1938). This theory has been the source for other
approaches to stress and well-being and argues that stress arises from the lack of fit or congruence between the person and the
environment. According to this theory, stress can be seen as a lack of match between a person’s abilities and demands. In 1982, the
Transactional Model of Stress (Holroyd & Lazarus, 1982) was proposed by Lazarus and Holroyd. This theory considers stress as a
relationship between the person and the environment. According to the authors, the person appraises the environment as taxing,
hence threatening well-being (Glanz, Rimer, & Viswanath, 2008).

These models have been the basis for understanding stress and have helped the development of prevention, detection, and
regulation methods. Research in the field has shown excellent results in detecting stress using smart sensors and devices (Can, Arnrich
et al., 2019). These devices measure physiological (e.g., brain or heart activity, skin response, and breath response) and physical
features (e.g., facial expression, eye tracking, behavior, and gesturing). Greene et al. (2016) and Panicker and Gayathri (2019)
performed exhaustive reviews about the usage of these techniques to detect stress. The most successful results have been yielded
using Electro-Dermal Activity (EDA) (Affanni, Bernardini, Piras, Rinaldo, & Zontone, 2018), Electroencephalogram (EEG) (Vanitha &
Krishnan, 2017), Blood Pressure (BP), Respiration, Blood Volume Pulse (BVP) (Widanti, Sumanto, Rosa, & Miftahudin, 2015), facial
expressions (Gao, Yüce, & Thiran, 2014), speech (Tomba, Dumoulin, Mugellini, Abou Khaled, & Hawila, 2018), or mobile phone
usage (Maxhuni et al., 2021). The accuracy obtained with these methods ranges between 70% and 90%, proving the reliability of
these systems for detecting stress. However, they often have a major drawback when implementing these solutions in real scenarios:
their intrusiveness and high costs (Novais & Carneiro, 2016). Besides, errors from incorrect placement, movements, or detached
equipment are very common in daily life and lead to corrupted data (Can, Arnrich et al., 2019).

This fact, along with the significant advances in Natural Language Processing techniques, has given momentum to the approach
of stress detection from text. Moreover, the vast amount of textual data contained nowadays in social networks (Statista, 2018)
makes these techniques a promising approach.

2.2. Text classification methods applied to stress detection

Stress detection from text can be considered a text classification problem that aims to distinguish texts depending on whether
they express stress. This can be shaped by exploiting certain syntactic and linguistic features using machine learning techniques or
through lexicons. The lexicon-based approach compares words in the text with a dictionary to calculate the presence and frequency
of specific bearer terms. Lexicons can provide an overall indication of specific features (e.g., sentiment, emotion, cognition, or topic)
depending on the nature of the words they contain (Khoo & Johnkhan, 2018). This approach tends to be computationally fast and
has yielded good performance on a wide variety of text classification applications such as detection of mental illness (Giuntini et al.,
2020) or extreme opinions (Almatarneh & Gamallo, 2018) from social media. For example, Mike Thelwall used lexicons to develop
TensiStrength (Thelwall, 2017), a system able to detect stress and relaxation in tweets. TensiStrength detects the expressions of
stress and relaxation through a list of stress-related terms and a set of rules. This method yields reasonable accuracy levels, but the
performance is lower than that obtained using machine learning methods.

In order to enhance the performance, a popular approach is to include lexicon-based features in machine learning methods. Lin
et al. (2014) exploited this approach by proposing a deep neural model for detecting stress from Chinese micro-blogging posts like
Sina Weibo or Tencent Weibo. Intending to overcome the problem of scarce stress-annotated data existing, they collected posts from
these platforms. They used sentence patterns such as ‘‘The day was stressful’’ to obtain the ground truth labeled data. The social
data extracted from the social network was combined with textual and image data obtained from each post and then used to train
a deep neural network model.

Lexicon-based features can help to provide a general indication of a text in terms of sentiment, cognition, or topic. However,
they fail to apprehend more refined attributes and contextual cues intrinsic to the human language (Giatsoglou et al., 2017). Word
embedding-based approaches address this challenge, enabling the encoding of semantic and syntactic features present in words
and their representation in a vector space as relation offsets. These vectors are named pre-trained word vectors and can be used
for textual representation in text categorization tasks (Wang, Zhou and Jiang, 2020). Popular word embedding techniques are
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Word2Vec (Mikolov, Sutskever, Chen, Corrado, & Dean, 2013), Global Vectors for Word Representation (GloVe) (Pennington, Socher,
& Manning, 2014) and FastText (Joulin et al., 2016). Winata et al. (2018) exploited Word2Vec word embeddings for detecting stress
in interview questions. They used data from social networks (Twitter) to extend the Natural Stress Emotion corpus (Zuo, Lin, & Fung,
2012). This corpus contains transcriptions of 12 interview questions designed to be progressively stress-provoking answered by 25
students. Then, they used these data for feeding a neural model based on bidirectional Long Short-Term Memory (Bi-LSTM) model
with an attention mechanism, obtaining great results for stress classification.

Although word embedding-based approaches effectively capture syntactic and semantic features in texts, they do not exploit
the individual affective or social value of the words. Previous studies have demonstrated that combining word embeddings with
lexicon-based features can enhance the quality of text representations, yielding higher prediction performance (Fu, Yang, Li, Fang,
& Wang, 2018). E. Turcan and K. McKeown exploited this combination to detect stress from social media data (Turcan & McKeown,
2019). They proposed a new text corpus of long social media data coming from Reddit to identify more implicit indicators than
those available in micro-blogging posts. The typically longer length of Reddit posts compared to those from micro-blogging platforms
allows researchers to deeply analyze the causes and indicators of stress in text. They evaluated different supervised learning methods
for stress detection in the corpus, achieving the best results by combining lexicon-based features and Word2Vec word embeddings.
This method establishes the current benchmark on the problem of binary text classification of stress at 79.80% F-score.

All these works have shown excellent results for classifying stress. However, they are evaluated only on data from a specific
dataset (coming from micro-blogging platforms, interviews, or Reddit). We aim to provide a solution that is validated across
multiple public English datasets. In this way, we propose a cross-dataset model for detecting psychological stress from text. Our
approach combines word embeddings with different kinds of lexical-based features: affective, topic, social, and syntactic related.
Different lexicons are evaluated, and a feature framework is proposed to identify which kinds of features drive better performance.
Moreover, several word embedding techniques are considered to analyze their impact on classification performance. To the best
of our knowledge, this is the first paper on stress detection from text that proposes several machine learning models combining
surface and deep features and evaluates them on different stress-based text corpora (Skaik & Inkpen, 2020; Su, Xu, Pathak, & Wang,
2020; Thieme, Belgrave, & Doherty, 2020). The following sections will deeply describe our approach and its evaluation through a
set of experiments. The performance reached by the proposed method is comparable to the performance of stress detection methods
that use physiological or physical data (Panicker & Gayathri, 2019), but the entailed costs and complexity are considerably lower.
The applications of stress textual classifiers are manifold, from detecting stress at work to business applications such as customer
management or marketing.

3. Materials

To perform the evaluation, we have used three English language datasets from three different sources: Dreaddit (Reddit) (Turcan
& McKeown, 2019), Natural Stress Emotion (personal interviews) (Zuo et al., 2012), and TensiStrength (Twitter) (Thelwall, 2017).
These datasets and some statistics drawn from them are described in the following lines. It should be noted that even if the datasets
have a different nature, for commodity, we will refer to the instances of each dataset as “posts” in the rest of the article.

• The Dreaddit dataset was collected by E. Turcan and K. McKeown. It contains 3549 Reddit posts annotated using Amazon
Mechanical Turk, resulting in 47.75% of non-stress and 52.75% of stress posts. The average post length in the dataset is 88
words. Besides, they proposed a subset of this dataset containing only those posts that obtained confidence greater than 0.8
in the annotation (80% of agreement between annotators). The authors demonstrated that this high-agreement subset led to
higher reliability in stress detection, so we have used this subset in our study.

• The Natural Stress Emotion (NSE) dataset, collected by Zuo et al. (2012) and extended by Winata et al. (2018), consists of a
set of 38 interviews where students answered questions designed to be progressively stress-provoking. After the extension, the
data results in a set of 2243 instances, where 63.70% are labeled as non-stress and 36.30% as stress. This labeling was carried
out by three judges, taking as ground truth label the majority vote between them.

• The TensiStrength dataset, collected by M. Thelwall, contains 6142 tweets labeled manually. First, the tweet collection was
carried out using keywords from various sources, and then the collected tweets were labeled using a five-point scale system. A
text is annotated as ‘‘−1’’ if its content is not related to stress and ‘‘−5’’ if it describes situations likely to cause high levels of
stress. Thus, a number between −2 and −4 indicates that the text somehow describes stress-related situations or matters. During
pre-processing, we have transformed the 1–5 annotation into a binary system to use with our binary classifier. To convert these
levels into binary classes, we transformed only texts annotated as ‘‘−1’’ (i.e., those that did not contain any reference to stress or
stressful situations) into ‘‘0’’. Thus, all tweets describing stressful situations to a greater or lesser extent and therefore originally
annotated by a number between ‘‘−2’’ and ‘‘−5’’ have been annotated as ‘‘1’’ (stress). This transformation results in 41.30%
of non-stress posts and 58.70% of stress posts.

The same pre-processing has been applied to all the data: normalization of Uniform Resource Locators (URLs), capital letters,
numbering, and contractions (e.g., It’s, we’ll), resulting in posts consisting of lower case tokens with the punctuation removed.
Table 1 presents the used datasets along with a summary of some statistics.

Furthermore, a word frequency analysis has been carried out in order to identify stress patterns. This analysis is shown in Fig. 1, a
word frequency scatter plot which depicts a visualization of the most used words in the data accordingly to the stress and non-stress
categories. The figure has been generated using Scattertext library (Kessler, 2017), a tool for finding specific terms in corpora and
visualizing them.

39



Information Processing and Management 59 (2022) 103011

5

S. Muñoz and C.A. Iglesias

Table 1
Statistics of the used datasets.

Dreaddit TensiStrength NSE

No. of posts 2294 6142 2243
No. posts w/Stress 1246 3605 813

Avg. no. of words 88.32 15.56 16.65
Avg. no. of chars 243.48 47.01 45.62

Fig. 1. Normalized word frequency for stress and non-stress categories for the data. On the right, a list containing most frequent words for non-stress (Top
Non-stress), stress (Top Stress), and both (Characteristic) is shown. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

The different colors indicate the frequency of each class: blue for non-stress and red for stress. The frequency of each different
word for each category is computed. Thereby, the frequency of the words in the stress category is represented on the 𝑥-axis, and
the frequency of the words in the non-stress category is pictured on the 𝑦-axis. In this manner, a word that frequently appears in
non-stress texts will be placed in the top area, whereas a word that frequently appears in stress-annotated texts will be placed in
the right area. Consequently, the most frequent words appear in three particularly interesting areas of the figure according to the
category: bottom right (common in stress texts), top left (common in non-stress texts), and top right (common in both non-stress
and stress texts). Those areas present the most characteristic words for the non-stress, stress, and both categories, offering a view of
which words are commonly used in each category. For instance, common stress words are ‘‘hate’’, ‘‘fear’’, and ‘‘anxious’’; whereas
non-stress texts frequently contain words such as ‘‘thank’’, ‘‘food’’, and ‘‘support’’.

Besides, an analysis has been carried out to identify topics. This allows us to visualize the most common topics present in our
data depending on the stress level. We have performed topic identification using Scattertext (Kessler, 2017) with Empath (Fast,
Chen, & Bernstein, 2016). This tool enables the on-demand generation and validation of new lexical categories and the analysis of
text across 200 categories generated from common topics.

The results of this analysis can be seen in Fig. 2. The figure consists of a frequency scatter plot of the most frequent topics
accordingly to the stress and non-stress categories. The color indicates the frequency of the topic with regard to each class. Those
topics associated with non-stress are blue, and those more associated with stress are red. The position along the axis indicates the
frequency in the classes. In the far upper right-hand corner, we can see topics highly associated with both classes, while in the
bottom left corner, we see topics with low frequency in our data. The most frequent topics for non-stress and stress are listed on
the right. For example, common stress topics are ‘‘timidity’’, ‘‘weakness’’ and ‘‘anger’’; and non-stress common topics are ‘‘internet’’,
‘‘shopping’’ and ‘‘tourism’’. The analysis points out that most topics do not present substantial frequency differences between stress
and non-stress posts. The frequency of topics such as ‘‘religion’’, ‘‘wealthy’’, and ‘‘home’’ is similar in both cases. However, there are a
few key topics where this frequency difference is significant. For example, ‘‘swearing_terms’’, ‘‘horror’’, and ‘‘aggression’’ are topics
very frequent in stress posts but uncommon in non-stress posts. This fact indicates that some topic-related features may provide
relevant information for the task of stress classification.
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Fig. 2. Comparison of Empath topics for both stress and non-stress categories for the data. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

4. A feature framework for stress detection from text

In this section we introduce a feature framework aiming at helping in the organization and characterization of features for
stress detection in text. These features are based on existing lexicons and sentiment analysis methods that enable the extraction of
information from textual data. Different lexicons have been used to identify which of them provide features more relevant for the task
of stress detection: Linguistic Inquiry and Word Count (LIWC) (Pennebaker, Francis, & Booth, 2001), General Inquirer (GI) (Stone,
Dunphy, & Smith, 1966), Lasswell (Lasswell & Namenwirth, 1969), Geneva Affect Label Coder (GALC) (Martin & Pu, 2014),
Affective Norms for English Words (ANEW) (Bradley & Lang, 1999), EmoLex (Mohammad & Turney, 2010), SenticNet (Cambria,
Liu, Decherchi, Xing, & Kwok, 2022), Valence Aware Dictionary for Sentiment Reasoning (VADER) (Gilbert & Hutto, 2014), Hu–Liu
polarity (Liu, Zeng, Li, & Hu, 2004), and Empath (Fast et al., 2016):

• GI (Stone et al., 1966) includes 119 features regarding institutions, roles, semantic, lexical, and syntactic dimensions, pleasure,
places, communication, or social categories.

• Lasswell (Lasswell & Namenwirth, 1969) includes 69 features related to affection, wealth, well-being, respect, or power.
• GALC (Martin & Pu, 2014) consists of word lists concerning to 36 specific emotions (such as anger, guilt, joy, or hope) and

two general emotional states.
• ANEW (Bradley & Lang, 1999) includes a total of 6 affective norms for valence, arousal, dominance, and pleasure.
• EmoLex (Mohammad & Turney, 2010) contains 10 lists of words and bigrams evoking particular emotions (such as joy, sadness,

anger, fear, or disgust).
• SenticNet (Cambria et al., 2022) is a database expansion of WordNet that contains norms for around 13 000 words related to

sensitivity, aptitude, attention, and pleasantness.
• VADER (Gilbert & Hutto, 2014) consists of a rule-based sentiment analysis system which was particularly developed for shorter

texts, making it very useful in social media contexts.
• Hu–Liu (Liu et al., 2004) includes two large polarity lists for the purposes of sentiment analysis.

All these lexicons have been used utilizing SEANCE (Crossley, Kyle, & McNamara, 2017), an automatic tool that enables
the analysis of sentiment, social order, and social cognition in text. Besides, some stylistic features have been considered, such
as the Automated Readability Index (ARI) and the Flesch-Kincaid Grade Level (FKG). Both scales are intended to measure the
understandability and readability of a text. Finally, also LIWC (Pennebaker et al., 2001) and Empath (Fast et al., 2016) have been
used. LIWC is a lexicon-based tool that provides scores for psychologically relevant categories such as joy, sadness, or certain
cognitive processes. In contrast, Empath contains 200 pre-validated categories generated from common topics. Furthermore, we
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Fig. 3. Overview of the proposed feature framework. Blocks represent the lexicons which contribute to each set, whereas circles represent example features of
each set.

have also included the LIWC stress dictionary (Wang, Hernandez, Newman, He, & Bian, 2016), a dictionary specifically intended to
measure psychological stress.

This results in a total of more than 500 features with different types and natures. To analyze the influence of the features
according to their nature, we have split them into four sets: affective, social, syntactic, and topic-related features. Affective features
are those related to sentiment (positive, negative, or neutral), emotion (e.g., fear, sadness, joy), and mood (e.g., anxiety, attention,
nervousness). All used lexicons contain categories of this nature, resulting in 173 features. Some examples of features belonging to
this set are fear, anxiety, or arousal. Features related to social relations belong to the social set, which comprises categories such
as trust, deception or gratitude. This set comprises 65 features extracted from the lexicons Empath, LIWC, GALC, GI, Laswell, and
EmoLex. Only LIWC and GI contribute to the syntactic set, which also contains the previously mentioned stylistic features, ARI and
FKG. Seventy-five features related to how the text has been written compound this set. Some examples are tone, self and fkg. Finally,
the topic set comprises 272 categories to identify the different topics present in the text. Empath, LIWC, Laswell and GI dictionaries
contain features of this nature, such as horror, aggression or work. Fig. 3 shows these feature sets, indicating which lexicon contributes
to each set, along with some examples.

Finally, an analysis has been conducted to analyze how well each feature splits the posts from each corpus. This analysis allows
us to gain insights into the differences between the different sources of the data and how each feature set performs on each source.
The information gain criterion of each feature in each class has been computed for this purpose. This metric measures the entropy’s
reduction within each class once the best split induced by the feature has been conducted. Given a feature 𝐹 and a class 𝐶, the
information gain can be calculated as:

𝐼𝑔𝑎𝑖𝑛(𝐹 , 𝐶) = 𝐻(𝐶) −𝐻(𝐶 ∣ 𝐹 ) (1)

where 𝐻(𝐶) represents the entropy of the class and 𝐻(𝐶 ∣ 𝐹 ) is the conditional entropy of the class given the feature 𝐹 . The
minimum value of the information gain is achieved when 𝐻(𝐶 ∣ 𝐹 ) = 1, that is, the feature 𝐹 and the class 𝐶 are unrelated. In
contrast, a feature 𝐹 that only appears in a specific class 𝐶 would yield the maximum information gain value.

Fig. 4 shows the distribution of the achieved information gain values for each feature set. We can see that a significant part of the
information gain values is close to 0. This indicates that a significant number of features do not provide enough information gain.
However, we can also appreciate a long tail in the distribution for all feature sets. This elongated distribution, which is especially
long for affective features, suggests that there are features that could potentially provide good results when being exploited by the
classification model. For affective features, the elongated tail also has wider portions, indicating the existence of multiple features
with high information gain. On the other hand, the tail is narrower for the social features set, indicating fewer social features with
high information gain. We can observe that the information gain distribution shows a shorter tail for the syntactic features but
presents wider sections for high information values. If we analyze the information gain ranges, we can see that they are greater for
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Fig. 4. Information gain distribution for features belonging to each set for the three datasets.

the affective set. This indicates that this set may contain a more significant number of relevant features for the stress classification
task.

Moreover, when comparing among datasets, we can observe that the information gain achieved by all feature sets decreases
with the length of the posts. Even so, analyzing the information gain ranges for NSE and TensiStrength, we can appreciate that
affective features still obtain significant information values for corpora with a shorter length. Furthermore, we can observe how the
information gain distribution form of affective features remains very similar for the three datasets, and the information gain range
remains higher in all corpora.

By analyzing the scope, it can be noticed that the information provided by the lexicon-based features may be beneficial for
the stress classification task. Specifically, the analysis points out the relevance of affective features (RQ1), given the promising
information gain obtained by features from this set.

5. Stress classification models

Once we have analyzed the main features of the lexicons for stress characterization, we aim to use them to develop a stress
classifier. Besides, we aim to explore the combination of lexicon-based features with distributional representations. With this purpose,
three different models are proposed: a lexicon-based features model (𝑀𝐿𝐹 ), a distributional representation model (𝑀𝐷𝑅), and an
ensemble model (Araque, Corcuera-Platas, Sánchez-Rada, & Iglesias, 2017) combining lexicon-based features with distributional
representations (𝑀𝐸). These models are described in the following subsections.

5.1. Lexicon-based features model (𝑀𝐿𝐹 )

The first model, 𝑀𝐿𝐹 , which is shown in Fig. 5, makes use of affective, social, syntactic, and topic features extracted from the
text. These features have been extracted using the framework described in Section 4.

This model aims at investigating whether lexicon-based features are relevant for stress detection and to which extent. We propose
a lexicon-based representation to encode the text into a fixed-length vector. Consider a set of 𝑐 lexicons 𝐿 = {𝑙1,… , 𝑙𝑖,… , 𝑙𝑐}. Each
lexicon 𝑙𝑖 is composed by a vocabulary of 𝑛 words 𝑊 (𝑙𝑖) = {𝑤1,… , 𝑤𝑗 ,… , 𝑤𝑛} and a set of 𝑚 features 𝐹 (𝑙) = {𝑓1,… , 𝑓𝑘,… , 𝑓𝑚}. For
each word 𝑤𝑗 in the lexicon there is a feature vector 𝑃 (𝑤𝑗 ) = [𝑝𝑤𝑗

𝑓1
,… , 𝑝

𝑤𝑗
𝑓𝑘
,… , 𝑝

𝑤𝑗
𝑓𝑚
] of numeric annotations that express the intensity

of each feature 𝑓𝑘 for this word. Thus, the lexicon contains 𝑛 feature vectors of dimension 𝑚 and the lexicon annotation matrix has
dimension 𝑛 × 𝑚. Following, let 𝑊 (𝑠) = {𝑤1,… , 𝑤ℎ,… , 𝑤𝑆} represent each post to analyze, with a length 𝑆 and containing each
input word 𝑤ℎ. For each word 𝑤ℎ ∈ 𝑊 (𝑠), the associated feature vector 𝑃 is extracted. In case the word 𝑤ℎ is not contained in the
lexicon (𝑤ℎ ∉ 𝑊 (𝑙𝑖)), the resulting vector will have value zero in all positions. This process results in a matrix 𝑀 containing the
feature annotation for all the input words:

𝑀(𝑙𝑖) =

⎛
⎜⎜⎜⎜⎜⎜⎝

𝑝𝑤1
𝑓1

⋯ 𝑝𝑤1
𝑓𝑘

⋯ 𝑝𝑤1
𝑓𝑚

⋮ ⋱ ⋮ ⋱ ⋮
𝑝𝑤ℎ
𝑓1

⋯ 𝑝𝑤ℎ
𝑓𝑘

⋯ 𝑝𝑤ℎ
𝑓𝑚

⋮ ⋱ ⋮ ⋱ ⋮
𝑝𝑤𝑆
𝑓1

⋯ 𝑝𝑤𝑆
𝑓𝑘

⋯ 𝑝𝑤𝑆
𝑓𝑚

⎞⎟⎟⎟⎟⎟⎟⎠

(2)
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Fig. 5. General architecture representation of the 𝑀𝐿𝐹 model.

In order to compute the annotation of the post for this lexicon, the average of the feature annotation of all words is considered,
resulting in a lexicon annotation vector 𝑉 (𝑙𝑖) = [𝑣𝑓1 ,… , 𝑣𝑓𝑘 ,… , 𝑣𝑓𝑚 ], with length 𝑚, where:

𝑣𝑓𝑘 = 1
𝑆

𝑆∑
ℎ=1

𝑝𝑤ℎ
𝑓𝑘

(3)

In case no word in the post is contained in the lexicon, that is, 𝑊 (𝑙𝑖) ∩𝑊 (𝑠) = ∅, the resulting matrix will have value zero in all
positions, and consequently the lexicon annotation vector 𝑉 (𝑙𝑖) will be a zero vector. Finally, the annotation vectors of all lexicons
are concatenated, resulting in the annotation vector:

𝐴 =
𝑐⨁

𝑖=1
𝑉 (𝑙𝑖) (4)

Algorithm 1 shows the proposed feature extraction method. The function annotation extracts the feature vector corresponding to
each input word 𝑤ℎ. If the word is not contained in the lexicon 𝑙𝑖, the resulting vector will be a null vector. This operation results in
the matrix 𝑀 containing the feature vector extracted from the lexicon for all the words in the post. The function average computes
the average of the feature annotation of all words, resulting in the annotation vector 𝑉 of the entire post for the lexicon 𝑙𝑖. Finally,
the function concat concatenates the post’s feature vectors of all the lexicons in 𝐿. The resulting vector 𝐴, containing all relevant
information extracted from the lexicons, is fed to a machine learning classifier.

Algorithm 1 Lexicon-based feature extraction algorithm
Require: Set of lexicons 𝐿, each of them composed by a vocabulary 𝑊 (𝑙𝑖) and the set of features 𝐹 (𝑙); and an input post 𝑊 (𝑠)
Ensure: 𝐴 ∈ R𝑚

for all 𝑙𝑖 ∈ 𝐿 do
for all 𝑤ℎ ∈ 𝑊 (𝑠) do

𝑀ℎ,∶ ← 𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛(𝑤ℎ, 𝑙𝑖)
end for
𝑉 (𝑙𝑖) ← 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑀)

end for
for

𝑖 ← 1, 𝑐 do
𝐴 ← 𝑐𝑜𝑛𝑐𝑎𝑡(𝑉 (𝑙𝑖))

end for

5.2. Distributional representation model (𝑀𝐷𝑅)

The second model (𝑀𝐷𝑅) uses word embedding techniques to exploit distributional representations. An overview of the model
is given in Fig. 6. Word embeddings are a type of computing distributed text representation that gives words with similar meanings
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Fig. 6. General architecture representation of the 𝑀𝐷𝑅 model.

a similar representation (Mikolov et al., 2013). This enables the conversion of text into vector representations where semantic and
syntactic information is encoded. However, these vectors do not enclose any information related to sentiment or cognition.

Consider a vocabulary of 𝑛 words 𝑊 (𝑒) = {𝑤1,… , 𝑤𝑗 ,… , 𝑤𝑛}. Word embeddings are encoded by column vectors in an embedding
matrix 𝑀 with dimension 𝑑 × 𝑛. In this case, 𝑑 is the dimension of the word vectors and 𝑛 is the size of the vocabulary. Each column
of the matrix 𝑀 represents the embedding vector of a word existing in the vocabulary. The matrix components are parameters to
be learned according to the word embedding technique used. Consider now a post to analyze 𝑊 (𝑠) = {𝑤1,… , 𝑤ℎ,… , 𝑤𝑆} with a
length 𝑆 and containing each input word 𝑤ℎ. For each word 𝑤ℎ of the intersection 𝑊 (𝑒) ∩𝑊 (𝑖), its word embeddings vector 𝑄𝑤ℎ
results from the matrix–vector product 𝑄𝑤ℎ

= 𝑀 ⋅ 𝑣𝑤𝑗
. In this case, 𝑣𝑤𝑗

is the one-hot vector of word 𝑤ℎ. It has value one at 𝑗 and
zero in the rest. Finally, the embedding vector of each word in the post can be combined into a unique vector 𝐸 representing the
entire text:

𝐸 = 1
𝑆

𝑆∑
ℎ=1

𝑄𝑤ℎ
(5)

Thus, this vector 𝐸 will be fed to the machine learning classifier. Some popular word embedding techniques are Word2Vec
(Mikolov et al., 2013), GloVe (Pennington et al., 2014) and FastText (Joulin et al., 2016). Each of them presents a different manner
of learning the embedding matrix. Word2Vec learns it by connecting target words to their context, regardless of the frequency in
which the words appear. A frequent co-occurrence of words in Word2Vec results in more training instances but does not give new
information. GloVe, on the other hand, emphasizes the importance of taking into account the frequency of co-occurrence. In this
way, GloVe learns embeddings so that a set of word vectors corresponds to the likelihood of these words co-occurring in the corpus.
Also, whereas Word2Vec has a predictive nature, GloVe is count-based. Finally, FastText is intended to improve Word2Vec. It is
based on the same principles, but instead of using words to build word embeddings, FastText uses a combination of lower-level
embeddings of parts of words and characters. This reduces the amount of training data needed since each piece of text contains
more information and enables generalization, as new words may contain the same characters as previously learned words. This fact
allows FastText to obtain theoretically better vector representations than GloVe or Word2Vec in corpora with specific domain rare
words. It constructs a word vector from its character n-grams even when the word is not contained in the training corpus.

To evaluate how each technique impacts the performance of the stress detection, the three described techniques have been
used for extracting word vectors. However, to make GloVe more adequate to our data, the pre-trained model has been fine-tuned
using our corpus. In this manner, the pre-trained model has been trained with the used datasets to learn the domain-specific
vocabulary. This fine-tuning has been carried out with Mittens (Dingwall & Potts, 2018), an extension of GloVe that allows us
to update general-purpose representations with data from a specialized domain. Thus, the unseen vocabularies are also added to
the model.

5.3. Ensemble model (𝑀𝐸)

Finally, the third model (𝑀𝐸) takes into account both distributional representations and lexicon-based features. The general
architecture representation of the model is found in Fig. 7. This model combines each text instance’s word embedding vector
representation with the lexicon-based feature vector drawn from it. Let 𝑊 (𝑠) = {𝑤1,… , 𝑤ℎ,… , 𝑤𝑆} represent each post to analyze,
with a length 𝑆 and containing each input word 𝑤ℎ. The feature vector 𝐴 and the embeddings vector 𝐸 are computed using
the above-mentioned methods. Then, these vectors are concatenated into a unified vector 𝐶 containing information related to
lexicon-based features and word embeddings:

𝐶 = 𝐴⊕𝐸 (6)

This vector is fed to the machine learning classifier. Thus, the information given by word embeddings is combined with the
affective and lexical information given by the lexicon-based features. This information combination may improve the performance
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Fig. 7. General architecture representation of the 𝑀𝐸 model.

of a classifier algorithm learning from this unified set compared to the one learning only from word embedding or lexicon-based
features data.

The proposed models have been validated in three datasets from different sources (Reddit, Twitter, and personal interviews)
using the data described in Section 3. Furthermore, the experiments allow us to analyze the performance of different lexicons or
word embedding techniques, as described in the following section.

6. Evaluation

6.1. Methodology

To evaluate the effectiveness of the proposed models in stress classification, an experimental study has been designed according to
the research questions described in Section 1. The main goal of the experiment is to provide insight into which models and techniques
perform better for stress detection in different corpora. With this aim, we postulate the problem as a binary classification task that
aims to detect stress evidence in text. This is accomplished by learning from the provided lexicon-based features and the computed
word embeddings. The stress detection is conducted at the post level, classifying posts as either stress or non-stress. In order to
analyze which lexicon-based features perform better for stress detection (RQ1), several experiments have been carried out, splitting
them by nature or lexicon according to the feature framework proposed in Section 4. Also, the three proposed models are evaluated
separately to investigate the performance of the different methods, and they have been compared with state-of-the-art solutions
(RQ2). This evaluation has been conducted using three English public datasets to determine whether the proposed approach can
achieve good results in different corpora (RQ3).

The proposed models have been evaluated using three different machine learning classifiers implemented with Python scikit-
learn library (Pedregosa et al., 2011): Support Vector Machines (SVMs), logistic regression, and Stochastic gradient descend (SGD)
classifier. SGD classifier implements regularized linear models (SVM, logistic regression, etc.) with Stochastic gradient descend (SGD)
learning. In our experiments, SGD has been used with SVM as the model to fit. In addition, our work has been compared with
the previous works in the field of stress detection from text that use any of the public datasets considered in this article. These
works are: the lexicon approach (Thelwall, 2017); a combination of Word2Vec embeddings with LIWC features using a logistic
regression classifier (Turcan & McKeown, 2019); and a Bidirectional Long-Short Term Memory (LSTM) with Attention and Word2Vec
Embeddings (Winata et al., 2018). Since each method was validated only with one of the considered datasets in the original works,
we evaluated them with the datasets considered in this article. In addition, we have applied Bidirectional Encoder Representations
from Transformers (BERT) to the task of stress detection, using the pre-trained BERT-base (Kenton & Toutanova, 2019). We have
used 10-fold validation and the weighted average of the F1-Score as the performance metric in all experiments. F1-Score is defined
as the harmonic mean of the model precision and recall and enables the evaluation of a model accuracy:

𝐹1 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

= 2 ∗ 𝑇𝑃
2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(7)

Finally, a Friedman statistical test (Demšar, 2006) and a cross-dataset experiment have been carried out. The former allows us
to further study the performance and impact of the proposed models. In contrast, the latter allows us to analyze the generalization
performance. To sum up, the methodology followed for evaluating our models consists of the following steps:

1. Evaluation of the 𝑀𝐿𝐹 model, analyzing the impact of the proposed feature sets and the different lexicons.
2. Evaluation of the 𝑀𝐷𝑅 model, identifying the best word embedding technique.
3. Evaluation of the 𝑀𝐸 model, comparing the performance of our best-performing method with existing works in stress

detection from text.
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Table 2
Best performance achieved with the 𝑀𝐿𝐹 model with each feature set for each dataset.
Model Features Dreaddit NSE TensiStrength

𝑀𝐿𝐹

Affective 0.7908 0.7289 0.6314
Social 0.6762 0.6532 0.5288
Syntactic 0.7869 0.7188 0.5341
Topic 0.7541 0.7223 0.5415
All 0.8210 0.7750 0.6201

Table 3
Best performance achieved with the 𝑀𝐿𝐹 model with each feature set for each dataset using RFE.
Model Features Dreaddit NSE TensiStrength

𝑀𝐿𝐹 (RFE)

Affective 0.7931 0.7295 0.6322
Social 0.6851 0.6645 0.5395
Syntactic 0.7911 0.7269 0.5897
Topic 0.7622 0.7289 0.5443
All 0.8257 0.7777 0.6322

Fig. 8. Feature set representation between the selected features after running the RFE method for each dataset.

4. Comparison of the performance of all considered methods through a statistical test.
5. Analysis of the generalization performance in our best-performing method by a cross-dataset experiment.

6.2. Results

First of all, we proceed to evaluate the 𝑀𝐿𝐹 model in order to analyze whether the use of lexicon-based features can provide good
results for stress classification. A first experiment has been carried out using all features of each set, and the results are shown in
Table 2. The best results are obtained using Linear SVM for the NSE dataset and Logistic Regression for Dreaddit and TensiStrength
datasets. As we can see, the best results are achieved when combining all the features, except for TensiStrength, where the best
results are obtained using only affective features. This can be explained by observing the low results obtained in this dataset for the
other sets and indicates that only affective features perform well on the microblogging source.

It is also logical to think that not all extracted features are useful in stress detection, and some might even decrease the
classification accuracy. We have performed a feature selection to further study this fact and enhance our model. First, we have
removed those features that presented a high correlation (greater than 0.95) with other features, as they would have almost the
same effect on stress prediction. Then, we used RFE with cross-validation to obtain the best features. Table 3 shows the results
of this experiment. The best results are obtained using Linear SVM for the NSE dataset and Logistic Regression for Dreaddit and
TensiStrength datasets. As we can see, the results always improve after performing the feature selection.

One of the first points to highlight is that the best results are always achieved when performing a feature selection between all
the feature sets combined. This shows that combining different kinds of features is a good approach to classifying stress. By analyzing
which kind of features perform better, we find that the affective and syntactic features are those with better results in almost every
case. Furthermore, we see that topic-related features also achieve good results for the NSE dataset, whereas social features present
the lowest performance in all cases (RQ1). We can analyze this in more detail in Fig. 8, which shows the distribution of feature sets
between the selected features for each dataset.

The figure shows that affective features present the highest rates for all datasets except for NSE. This exception can be explained
by observing Table 3, which shows that the topic features presented promising results for this corpus. It is also interesting to see
how for the TensiStrength dataset, all the selected features are from the affective set. The bad results obtained for this dataset using
the other kinds of features explain this fact. Finally, the figure also shows the low representation of social-related features among
the selected ones, as we could predict from Table 3. These results are coherent with the conclusions drawn from Fig. 4 in Section 3.
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Fig. 9. Performance of the different lexicons used.

Table 4
Best performance achieved with the 𝑀𝐷𝑅 model for each word embedding technique and for each dataset.
Model Embeddings Dreaddit NSE TensiStrength

𝑀𝐷𝑅

Word2Vec 0.7901 0.6487 0.5822
GloVe 0.8334 0.7813 0.7674
FastText 0.8487 0.8072 0.7705

Besides, we have experimented with the features divided by the lexicon to which they belong to obtain insights into which
lexicons are more interesting for stress classification. Fig. 9 shows the best performances of the 𝑀𝐿𝐹 model using only selected
features from each lexicon. We can observe that LIWC and GI seem to be the lexicons that perform better for the Dreaddit and NSE
datasets. If we analyze Fig. 9 along with Fig. 3, we can see that these lexicons are the only ones that provide features of all kinds.
Also, we see that these lexicons are the only ones that contribute with syntactic features, one of the most relevant sets according
to the previously commented results. However, in the TensiStrength dataset, better results are obtained with Hu–Liu and VADER
lexicons. As previously mentioned, affective features perform much better than other types of features in this dataset. In addition, it
contains shorter posts. This explains why the best results are obtained with lexicons more focused on affective features. Moreover,
VADER is specifically designed for short texts and is particularly effective on texts coming from social networks.

The results of the 𝑀𝐿𝐹 model indicate that stress classification using affective, syntactic, social, and topic-related features can
be successful for datasets coming from Reddit and interviews (achieving an F-score of 0.8257 for the Dreaddit dataset). However,
these features do not perform so well for short text data coming from microblogging posts (as we can see from the results for the
TensiStrength dataset). Still, the performance obtained using only lexicon-based features (𝑀𝐿𝐹 ) is comparable to more complex
methods, which take into account the visual attributes existing in social media data (Winata et al., 2018). Besides, the results
suggest that affective features are those which perform better for the stress classification; and that the best results come from their
combination (RQ1).

Once obtained the results for the 𝑀𝐿𝐹 model, we proceed to evaluate the distributional representation model (𝑀𝐷𝑅). For this
purpose, an experiment has been carried out using three different word embedding techniques: Word2Vec, GloVe, and FastText.

Results shown in Table 4 indicate that the use of distributional representations (𝑀𝐷𝑅) improves the performance over the
𝑀𝐿𝐹 model. Concerning the word embedding technique comparison, we can observe that the FastText method provides the best
performance. Nevertheless, the differences between FastText and GloVe performances are pretty slight except for the NSE dataset.
As explained in Section 5, FastText is supposed to achieve better results in corpora with rare domain-specific words. The fine-tuning
of the GloVe embeddings to each dataset should enhance the performance, but we think that a greater amount of data would be
needed to make it overtake the performance of FastText. We can support this hypothesis by analyzing the performance of Word2Vec.
As can be observed, this method is more sensitive to corpora with domain-specific words. Therefore, it performs considerably worse
than the other two, given that it has not been fine-tuned.

Analyzing the results from the 𝑀𝐷𝑅 model, we can observe that the use of distributional representations supposes an interesting
approach. The improvement achieved by this method compared to the 𝑀𝐿𝐹 model is especially significant in short texts. The F-score
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Table 5
Best performances achieved with the 𝑀𝐸 model (lexicon-based features + distributional representation) and comparisons of these
results with the state-of-the-art baselines in stress classification from text and with the other models proposed in this article.
Method Dreaddit NSE TensiStrength

Lexicon approach (Thelwall, 2017) 0.7040 0.5921 0.7130
LogReg + LIWC + Word2Vec (Turcan & McKeown, 2019) 0.7980 0.6987 0.6270
BiLSTM + Word2Vec (Winata et al., 2018) 0.7460 0.7430 0.7410
BERT base 0.8479 0.7809 0.7562
𝑀𝐿𝐹 (Features) 0.8257 0.7777 0.6322
𝑀𝐷𝑅 (FastText) 0.8487 0.8072 0.7705
𝑀𝐸 (Features + FastText) 0.8604 0.8372 0.7750

of 77.05% achieved for the TensiStrength dataset supposes an improvement of more than 10 points compared to the previous model.
For the NSE dataset, the improvement is also relatively significant. This model also improves the results for corpora with longer
texts, as shown by the F-score of 84.87% achieved for Dreaddit. Regarding the performance comparison between classifiers, the best
results are obtained using SGD classifier for the Dreaddit dataset, Logistic Regression for the NSE dataset, and Linear SVM for the
TensiStrength dataset.

Once the results for the distributional representation and lexicon-based models have been analyzed separately, we proceed to
analyze their combination (𝑀𝐸 model). For this experiment, we took those features that obtained the best results for each dataset
and combined them with word embeddings. Some examples of the selected features are: ‘‘arousal’’, ‘‘disgust’’ and ‘‘deception’’.

Table 5 shows the best results obtained for the 𝑀𝐸 model and compares them with other models proposed in this paper. The
results show that the proposed method achieves considerably good performance for all datasets. Let us compare the proposed 𝑀𝐸
model with the other models proposed in our work. We see that the combination of lexicon-based features with distributional
representations enhances the performance in all datasets. This enhancement is especially high for data coming from personal
interviews (NSE dataset), where the improvement in the performance reaches 3 points compared to the distributional representation
model (𝑀𝐷𝑅) and 6 points compared to the lexicon-based features model (𝑀𝐿𝐹 ). Concerning the data coming from Reddit (Dreaddit
dataset), the results show an improvement of 1 point compared to 𝑀𝐷𝑅; and almost 3 points compared to 𝑀𝐿𝐹 . Finally, the
improvement in the TensiStrength data is smaller compared to the 𝑀𝐷𝑅 model but very high compared to the 𝑀𝐿𝐹 model. This
can be easily explained if we consider the lower performance of the lexicon-based features for this dataset.

The 𝑀𝐸 model surpasses the 80% F-score in the Dreaddit (86.04%) and NSE datasets (83.72%) and yields to 77.50% in the
TensiStrength dataset. Regarding classifiers, the best results are obtained using Logistic Regression for Dreaddit and Tensistrength
datasets; and Linear SVM for the NSE dataset. The results obtained for each model with each classifier are publicly available online
for the interested reader.1 In addition, our work has been compared with previous works in the field of stress detection from
text which uses any of the public datasets considered in this article. These works are: the lexicon approach (Thelwall, 2017); a
combination of Word2Vec embeddings with LIWC features (Turcan & McKeown, 2019); and a Bidirectional LSTM with Attention
and Word2Vec Embeddings (Winata et al., 2018). Furthermore, we have applied BERT to the task of stress detection, using the
pre-trained BERT-base (Kenton & Toutanova, 2019). As a result, we can appreciate that our model outperforms the current state-of-
the-art methods for all datasets. Whereas a greater amount of data could be needed to benefit from the advantages of deep neural
networks, the proposed solution yields good results on small datasets.

To further study the performance and impact of the proposed models, a Friedman statistical test (Demšar, 2006) has been carried
out. This test aims to determine if we may conclude from the sample of results that there is a difference between the classification
methods. As a result, the Friedman test outputs a ranking of methods regarding their effectiveness in different datasets. A lower
ranking indicates a better performance of the specific method than the rest.

The first step in calculating the Friedman test is to convert the original results to ranks. Let 𝑟𝑗𝑖 be the rank of the 𝑗th algorithm
on the 𝑖th dataset, and 𝑘 and 𝑛 the number of methods and datasets respectively. Friedman’s test compares the average ranks of the
methods 𝑅𝑗 =

1
𝑛
∑

𝑖 𝑟
𝑗
𝑖 and states that the Friedman statistic under the null hypothesis (that is, all the algorithms are equal, so their

ranks are also equal) with 𝑘 − 1 degrees of freedom is:

𝑋2
𝐹 = 12𝑛

𝑘(𝑘 + 1)
(
∑
𝑗
𝑅2
𝑗 −

𝑘(𝑘 + 1)2

4
) (8)

However, Iman and Davenport (1980) proposed a better static distributed based on the F-distribution with 𝑘−1 and (𝑘−1)(𝑛−1)
degrees of freedom:

𝐹𝐹 =
(𝑛 − 1)𝑋2

𝐹

𝑛(𝑘 − 1) −𝑋2
𝐹

(9)

We perform the test with an 𝛼 value of 0.1, 𝑘 = 19 (the number of methods included in the analysis), and 𝑛 = 3 (number of
datasets). With these data, 𝑋2

𝐹 = 39.72, 𝐹𝐹 = 5.56, and the critical value 𝐹 (𝑘 − 1, (𝑘 − 1)(𝑛 − 1)) = 1.64. As 𝐹𝐹 > 𝐹 (18, 36), the null
hypothesis of the Friedman test is rejected, and the results are statistically relevant. For simplicity, Table 6 shows the best five
approaches according to their ranks, as computed by the Friedman test.

1 https://gsi.upm.es/~smunoz/stress-text/additional_material_stress_text.pdf.
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Table 6
Friedman rank for the top-5 methods.
Method Rank

𝑀𝐸 (Log. Reg. + Features + FastText embeddings) 2
𝑀𝐸 (Lin. SVM + Features + FastText embeddings) 3
𝑀𝐷𝑅 (Log. Reg. + FastText embeddings) 5.5
𝑀𝐸 (Lin. SVM + Features + GloVe embeddings) 5.67
BERT base 7

Table 7
Averaged F1-Scores for the best-performing classification method in a cross-dataset evaluation.

Dreaddit TensiStrength NSE

Dreaddit 0.8604 0.6883 0.6837
TensiStrength 0.7764 0.7750 0.6615
NSE 0.7370 0.6176 0.8373

As can be noted, Friedman’s test confirms the combination of lexicon-based features with distributional representations as the
best-performing approach for detecting stress in texts (RQ2). The two lower ranks are obtained when combining the extracted
features with the FastText word embeddings using Logistic Regression and Linear SVM (ranks of 2 and 3, respectively). These
two methods present results significantly better than the others. The results demonstrate the effectiveness of combining lexicon-
based features with distributional representations for detecting stress from text, especially using FastText embeddings. Regarding
the comparison with state-of-the-art works, only the use of BERT is ranked among the top-5 analyzed methods.

Once the best classification method has been identified, a cross-dataset experiment is conducted to analyze the generalization
performance. This experiment has been performed using our best-performing method: the 𝑀𝐸 model combining lexicon-based
features and FastText embeddings with a logistic regression classifier. The classifier has been trained with data from a specific
dataset and evaluated with other datasets. Results are shown in Table 7, where the rows indicate the training dataset and the
columns indicate the test dataset.

As expected, the differences between the datasets led to a relatively high performance drop. This drop is exceptionally high
when training with data from the Reddit corpus and evaluating with data from interviews or Twitter. However, reasonably good
results are obtained when training with data from interviews or Twitter and evaluating with data from Reddit. The greater length
in data from Reddit compared to the rest of the data can explain this difference: longer posts could contain a richer vocabulary
and more relevant features which are not present in posts from interviews or micro-blogging platforms. The classifier can draw
conclusions from these features when training with Reddit posts that are irrelevant in the other datasets. However, the relevant
features existing in short posts are also present in longer posts. Besides, among the NSE and TensiStrength datasets, even if the
length of the posts is similar for both corpora, the differences in the nature of the data also led to a performance drop. This can be
due to the expressiveness difference between data coming from Twitter and data coming from interviews.

The results obtained from the evaluation confirm that an approach for stress classification from text combining lexicon-based
features with distributional representations can achieve good performance on different datasets (RQ3). The yielded F-score with
this method varies between 77% and 86%, demonstrating its effectiveness.

7. Discussion

Previously, we presented three research questions that drove this work (Section 1). The first question (RQ1) was concerned with
comparing different kinds of lexicon-based features in terms of stress detection performance. In this respect, we propose a feature
framework based on multiple existing lexicons for identifying and categorizing features among four sets: affective, topic, social,
and syntactic related. The obtained results suggest that affective features perform better in text classification of stress. However,
including syntactic and topic-related features can help enhance classification performance. Regarding the different lexicons, LIWC
and GI are those which led to better performance. These lexicons provide features of all kinds and are the only ones that provide
syntactic features.

In the second question (RQ2), we focused on which is the best-performing method for detecting stress of the individuals
in different corpora. In this regard, we presented and evaluated three different stress classification models: a lexicon-based
features model, a distributional representation model, and an ensemble model combining lexicon-based features with distributional
representations. The evaluation of these models in terms of F-score points out the combination of lexicon-based features with
distributional representations as the best-performing approach. This approach yields significant performance, as shown by the
experiments. The obtained F-scores surpass the 80% in the Dreaddit (86.04%) and NSE datasets (83.72%) and yield 77.50% in
the TensiStrength dataset. The Friedman test confirms these results and demonstrates that they are statistically relevant. Besides,
to analyze how different word embedding techniques impact the text classification performance, three popular word embedding
techniques have been exploited: FastText, GloVe, and Word2Vec. The statistical results also identify FastText embeddings as the
best-performing distributional representation technique, given its better performance in corpora with rare domain-specific words.
The fine-tuning of the GloVe embeddings achieves comparable performances, but a greater amount of data would be needed to
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make it surpass the outcomes of FastText. In this line, Word2Vec without fine-tuning performs considerably worse than the other
two. These results point out the importance of domain-specific word embeddings.

Finally, the third question (RQ3) pertained to studying the capability of a machine learning approach to classify stress in
texts with good performance on multiple datasets. Previous studies had demonstrated the effectiveness of this method on specific
datasets (Turcan & McKeown, 2019; Winata et al., 2018), but none of them had performed a cross-dataset evaluation using multiple
public English corpora. Our approach has been evaluated on three different public English datasets obtaining good performance
metrics on all of them. These results confirm the potential of textual information for detecting stress in several scenarios.

Also, the experiments have shown that the proposed model outperforms previous works in the field of stress detection from text.
Our method presents two significant advances compared with previous works: the evaluation and validation with data from multiple
corpora and the exhaustive analysis of feature extraction techniques. Some of the previous works have reached good results with
the use of deep neural networks for predicting stress from Sina Weibo posts (Cao et al., 2021; Lin et al., 2016; Wang, Zhang, Cao
and Feng, 2020). However, these models require large quantities of labeled data and often suffer from higher inference times (Yang,
Shou, Gong, Lin, & Jiang, 2020). To the aim of our knowledge, this is the first study that proposes a method for stress detection
from text and validates it on different public English datasets. Besides, our proposal exploits a wide variety of feature extraction
methods, including multiple lexicons and three word embeddings techniques. In this manner, apart from carrying out an exhaustive
analysis of which techniques achieve better performance, the proposed method improves the performance of previous work in all
the existing datasets considered (Thelwall, 2017; Turcan & McKeown, 2019; Winata et al., 2018).

When comparing with other stress detection methods or approaches (Alberdi, Aztiria, & Basarab, 2016; Can, Arnrich et al., 2019;
Greene et al., 2016), we can see that stress classification from text achieves comparable performances while entailing less complex
or expensive scenarios. Furthermore, the proposed techniques can be integrated into existing software solutions, enabling stress
detection in real-time and reducing complex hardware implementations’ costs. For example, these methods could be integrated into
existing software solutions such as a company communication platform or even social messaging apps. This can allow managers to
easily monitor workers’ stress levels and users to have an insight into their state.

8. Conclusion

This work proposes a method for detecting psychological stress from texts. The presented approach uses two different kinds
of information sources: (i) affective, syntactic, topic, and social-related features and (ii) distributional representations. The first
method proposes to benefit from existing lexicons for generating features that can be used for stress detection. A feature framework
is presented to provide insight into which kinds of features and lexicons perform better. According to this, the features have been split
into four different sets depending on their nature. A total of eleven different lexicons have been used for extracting these features.
As for the second method, word vectors have been generated for extracting semantic information from the text. We have analyzed
the use of three different word embedding techniques: Word2Vec, GloVe, and FastText. Finally, the work proposes a combination
of these approaches aiming to improve the performance scores achieved by a classifier algorithm that learns from this unified set
instead of only distributional representations or lexicon-based feature data. In order to conduct a comparative experimental study
that enables the analysis and evaluation of all the models, three English public datasets from different sources and nature have been
used. Also, an exhaustive analysis of the data contained in these datasets has been carried out.

The experiments show that the affective, syntactic, topic, and social features can obtain considerably high scores, achieving
an F-Score of 82.57% in the Dreaddit dataset. Therefore, it can be reasonable to assume the convenience of these features when
performing stress detection. Regarding word embeddings, it has been stated that they can achieve accurate representations of the
analyzed text, allowing simple classifiers to reach elevated classification scores: 84.87% for the Dreaddit dataset. Hence, given
the promising results obtained, we conclude that the application of this method can be further studied. Besides, the combination of
distributional representations with lexicon-based features significantly improves the performance in all the cases reaching an F-score
of 86.04% for the Dreaddit dataset. A statistical analysis has been conducted to empirically verify that combining information from
varied lexicon-based features with distributional representations is suitable for improving stress classification performance. This test
verifies the conclusions drawn from the experiments and points out the enhancement compared with previous works. Finally, a
cross-dataset study has been carried out in order to analyze how the proposed method performs when using data from different
corpora.

In conclusion, this paper presents a machine learning method for classifying stress text from different sources, such as social
media, microblogging sites, and interviews. The proposed approach exploits several lexicons and three word embedding techniques.
Besides, the evaluation presented provides a baseline for other researchers. According to the results of this work, we think that it
is worth advancing in stress classification from text. The presented advancement in automatic detection of stress from text can be
beneficial for detecting stress early, which is crucial for fastening its diagnostic and reducing its high growing impact. Our approach
provides an excellent compromise between performance and required computational resources since it is based on simple features
and outperforms more complex architectures such as BERT. Moreover, our approach can be easily interpreted to understand better
how social, personal, and environmental factors influence stress and find suitable regulation methods. Nevertheless, there exist
more complex pre-trained models specially designed for mental health, such as MentalBERT (Ji et al., 2021), which outperform
our performance by 4% of F-score in the Dreaddit and TensiStrength dataset and yield a slightly worse performance (2% less of
F-score) in the NSE dataset. This result encourages us to explore two research directions. Firstly, our current solution can be easily
deployed in real environments with good performance without requiring high demanding computational resources. Additionally, we
aim to explore how pre-trained models such as MentalBERT can be trained taking into account our feature framework. An additional
possible line of future work would be to extend the domain of the proposed method to other languages or even to different paradigms,
like depression detection. Besides, to deepen the use of word embeddings for studying semantic similarity between texts could be
another possible future line to enhance the classification performance.
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formance and is becoming a major concern for both individual companies and the overall economy.
To reduce negative consequences, early detection of stress is a key factor. In response several stress
prediction methods have been proposed, whose primary aim is to analyse physiological and be-
havioural data. However, evidence suggests that solutions based on physiological and behavioural
data alone might be challenging when implemented in real-world settings. These solutions are
sensitive to data problems arising from losses in signal quality or alterations in body responses,
which are common in everyday activities. The contagious nature of stress and its sensitivity to the
surroundings can be used to improve these methods. In this study, we sought to investigate au-
tomatic stress prediction using both surrounding stress data, which we define as close colleagues’
stress levels and the stress level history of the individuals. We introduce a real-life, unconstrained
study conducted with 30 workers monitored over 8 weeks. Furthermore, we propose a method
to investigate the effect of stress levels of close colleagues on the prediction of an individual’s
stress levels. Our method is also validated on an external, independent dataset. Our results
show that surrounding stress can be used to improve stress prediction in the workplace, where we
achieve 80% of F-score in predicting individuals’ stress levels from the surrounding stress data in
a multiclass stress classification.
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A B S T R A C T

Occupational stress has a significant adverse effect on workers’ well-being, productivity, and
performance and is becoming a major concern for both individual companies and the overall
economy. To reduce negative consequences, early detection of stress is a key factor. In
response several stress prediction methods have been proposed, whose primary aim is to
analyse physiological and behavioural data. However, evidence suggests that solutions based on
physiological and behavioural data alone might be challenging when implemented in real-world
settings. These solutions are sensitive to data problems arising from losses in signal quality or
alterations in body responses, which are common in everyday activities. The contagious nature
of stress and its sensitivity to the surroundings can be used to improve these methods. In this
study, we sought to investigate automatic stress prediction using both surrounding stress data,
which we define as close colleagues’ stress levels and the stress level history of the individuals.
We introduce a real-life, unconstrained study conducted with 30 workers monitored over 8
weeks. Furthermore, we propose a method to investigate the effect of stress levels of close
colleagues on the prediction of an individual’s stress levels. Our method is also validated on an
external, independent dataset. Our results show that surrounding stress can be used to improve
stress prediction in the workplace, where we achieve 80% of F-score in predicting individuals’
stress levels from the surrounding stress data in a multiclass stress classification.

1. Introduction

Workplace changes have brought about new challenges to organisations and employees, leading to increasingly competitive and
stressful working environments (Rigó et al., 2021).

Particularly in Europe, a poll found that 51% of European employees consider stress a common problem in their workplaces (for
Safety & at Work, 2013). Also, the European Foundation for the Improvement of Living and Working Conditions stated that 22% of
Europeans suffer from stress and fatigue (Parent-Thirion et al., 2007), finding that 40% of workers think that stress is not effectively
addressed in their workplace (Parent-Thirion et al., 2012). Similar results can be observed in the United States, where reports say
that around the 40% of workers see their job as quite a bit or extremely stressful, and 29% of them recognise feeling very or
highly stressed at work (Gallup, 2021). According to the American Psychological Association (Association, 2019), 75% of adults
reported experiencing moderate to high levels of stress. Reports available from other countries such as China (Le et al., 2020) or
Australia (Ribeiro Santiago et al., 2020) illustrate the impact of occupational stress around the world.

The high impact that workplace stress has on workers’ motivation, job performance, well-being, and productivity has made
it one of the main challenges for organisations. Research has demonstrated that employees with high levels of stress have lower
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performance and are more likely to suffer from severe physical and mental health problems (Moreno Fortes et al., 2020). This
translates into a significant strain for organisations through direct and indirect costs such as increased absences, lower productivity,
high turnover rates, decreased work engagement, increased staffing, and health benefit costs (Foy et al., 2019).

Considering these high impacts and the associated costs of workplace stress to individuals and society, managing stress has
become a high priority health concern for populations around the world (Greene et al., 2016). However, even if 79% of managers
are concerned about stress in their organisations, less than 30% of organisations have procedures for dealing with workplace
stress (Muñoz & Iglesias, 2021; Parent-Thirion et al., 2012). Early detection and monitoring of stress problems can significantly
improve the efficiency of interventions, decrease associated costs, and prevent stress from becoming chronic (Can, Chalabianloo
et al., 2019). Nevertheless, the social stigma associated with mental illness (Kim et al., 2021) magnifies the challenge of its early
detection.

Traditional methods for early stress detection mainly consisted of self-reports in response to standardised questionnaires (Andreou
et al., 2011), such as Perceived Stress Scale (Chan & La Greca, 2013) and Depression Anxiety and Stress Scale (Osman et al.,
2012). In recent years, the huge strides in affective computing have opened many possibilities for early stress detection. Affective
computing makes use of technological means to recognise the affective state of a person (Picard, 2000). A significant amount of
research has recently been conducted on automatic stress measurement systems, which use smart devices and advanced affective
computing algorithms to detect stress. The two main directions for stress detection are the analysis of physiological data (e.g., skin
conductance, pupil diameter, heart rate) and behavioural data (e.g., mobile phone usage, physical activity, facial expressions,
keystroke dynamics) (Alberdi et al., 2016) or a combination thereof.

Whereas these solutions have shown promising results in stress prediction, their implementation in a real-life scenario presents
additional challenges. For instance, everyday activities can amend body responses or produce noise that affects the quality of
measurements (Han et al., 2020). This could lead to sensor malfunction or data problems such as data occlusion or corruption,
thus hampering the task of stress recognition. Also, to enable automatic stress detection, a large number of sensors of different
kinds and sizes are required that must be conveniently positioned for the users (Maxhuni et al., 2021). This often entails high costs
and complexity.

To benefit from the contagious nature of stress and its proneness to be influenced by surroundings (Dimitroff et al., 2017) can help
to address this challenge. Our article aims at exploiting this approach by investigating the use of surrounding stress data to predict
workers’ stress levels. We seek to reduce the complexity of automatic stress detection by using past stress levels from individuals
and their closest colleagues to predict current or future levels. Therefore, we focus on the following research questions (RQ):

• RQ1: Can the surrounding stress information be used to predict the stress levels of an individual?
• RQ2: How do the individual’s stress history and the stress levels of their colleagues impact the predictive performance?
• RQ3: Which features yield the best performance when predicting an individual’s stress level from surrounding stress data?

Motivated by these questions, we propose a machine learning method able to predict workers’ stress from their previous stress
levels and the levels of their closest colleagues. In order to validate our model, we gathered data containing psychological self-
assessment related information (acquired from standardised, validated questionnaires) and unobtrusive sensor information collected
from smartphones during a real-life experiment conducted with 30 employees over a monitoring period of 8 weeks. Additionally,
we externally validate our method using an independent dataset, the StudentLife (Wang et al., 2014), which is a public dataset that
contains real-life behavioural data from students during an entire university course.

The experiments show that it is possible to use surrounding stress data for predicting stress, and the proposed method achieves
an F-score of 81% to classify stress into three levels: low, medium, and high. Furthermore, we carried out a statistical study on
the results of our method to analyse the performance of different classifiers and models. This is the first study on supervised stress
recognition using surrounding stress data acquired from previous data from workers and their close colleagues to the best of our
knowledge. Our findings may have important implications for enhancing stress recognition systems. The proposed approach could
be combined with those exploited in other works (such as solutions based on physiological and behavioural data). This could help
to reduce the number of sensors and data required and to improve the effectiveness of stress detection methods in the presence of
scarce data.

The rest of the paper is organised as follows. An overview of stress theories and stress detection methods is presented in Section 2.
In Section 3, the proposed stress prediction models are described. Following, Section 4 provides information on the experiments
carried out to collect our dataset and gives a detailed description of both datasets. Later, in Section 5 we depict the experimental
setup that we use to evaluate the proposed models, and in Section 6 we present the results obtained. We discuss our findings and
draw the main conclusions in Section 7. Finally, Section 8 concludes with the main findings of the investigation and the outline of
possible future directions of this work.

2. Literature review

The importance of stress in personal and professional life has increased interest and research on its nature and prevention.
However, due to the different contexts in which the notion of stress is used and its subjectivity, none of the stress definitions has
been universally recognised (O’Connor et al., 2021). One of the first and more generic definitions of stress was proposed by Hans
Selye, who argued that stress is the generic reaction of the body to any demand (Selye, 1956). In recent years, many extended
and more specific stress definitions have been proposed (Burman & Goswami, 2018). Kim and Diamond (2002) propose a three-
component definition of stress: it requires heightened excitability or arousal, an experience that must be perceived as aversive, and
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lack of control. In accordance with the work proposed by Cox and Griffiths (1995) and Cox and Griffiths (2015), the definition
of stress can be approached from three different points of view: physiological, psychological, and engineering. Regarding the
physiological approach, stress refers to the changes that occur in a human under pressure. The psychological one states that stress is
the dynamic process arising from the interaction between an individual and the environment. Lastly, from an engineering point of
view, stress can be considered a stimulus of the environment in the form of a level of demand. Therefore, stress can be non-formally
defined as the reaction of the human body to any demanding or hazardous situation (Can, Arnrich et al., 2019). Focusing on the
workplace environment, work-related stress can be considered as a specific form of stress that has been provoked or exacerbated by
specific aspects of work, work environments, or workplaces (Mishra et al., 2011). These aspects can be related to work conditions,
organisational role, career development, work relationships, or environment and organisational structure (Universari & Harsono,
2021).

The context-dependence and subjectivity of stress have also led to a wide variety of stress theories (Dewe et al., 2012). One
of the earlier and more transcendental theories is the Person–Environment (P–E) fit theory, which has been the source for other
approaches to stress and well-being (French et al., 1982). This theory, founded on the work of Lewin (1936) and Murray (1938),
argues that stress arises from the fit or congruence between the person and the environment. According to this theory, stress is
a lack of harmonisation between a person’s abilities and the claims placed on them. Another important theory in this field is the
Transactional Model of Stress, proposed by Lazarus and Holroyd in 1982 (Holroyd & Lazarus, 1982). According to this theory, stress
arises as a relationship between the person and the environment. The theory argues that the person appraises the environment as
tough or demanding, therefore threatening well-being (Glanz et al., 2008).

These models have been the basis for understanding stress and have helped develop prevention, detection, and regulation
methods. Over the last few years, much progress has been made in the research of automatic stress measurement systems to enable
its early detection and avoid its negative health and economic-related consequences (Alberdi et al., 2018). Traditional approaches
to stress detection consist of psychological evaluation through self-report questionnaires or psychologist interviews (Hayashi et al.,
2012). To date, research in the field has evolved in two main directions: the analysis of physiological data and the analysis of
behavioural data (Alberdi et al., 2016). Physiological data can provide objective information on the stress levels of an individual,
and a wide variety of physiological signals have been studied (Singh et al., 2013). Between them, Electro-Dermal Activity
(EDA) (Pakarinen et al., 2019), Heart Rate Variability (Castaldo et al., 2019), and Electroencephalogram (EEG) (Jebelli, Khalili
et al., 2019) have yielded the most successful results. EDA was used by Pakarinen et al. (2019), showing promising results for
long-term assessment of self-perceived stress and arousal during work. The use of HRV was analysed by Castaldo et al. (2019),
who demonstrated the reliability and accuracy of HRV features to automatically detect mental stress. Jebelli, Khalili et al. (2019)
proposed an EEG-based stress recognition framework by applying different supervised learning algorithms to identify the pattern
of workers’ brain waves while exposed to different stressors. Some other examples of signals include blood pressure (BP) (Gordon
& Mendes, 2021), respiration (Sadat-Mohammadi et al., 2021), blood volume pulse (BVP) (Ladakis & Chouvarda, 2021), eye gaze
and blinking (Wang et al., 2019), or pupil diameter (PD) (Pedrotti et al., 2014). Finally, some works propose the use of wearable
sensors to predict stress from a combination of several signals (Jebelli, Choi et al., 2019).

On the other hand, analysis of behavioural data exploits variations in individuals’ behaviour to predict stress (Sharma & Gedeon,
2012). These methods comprise the analysis of computer patterns such as mouse or keystroke dynamics (Dacunhasilva et al., 2021),
text (Muñoz & Iglesias, 2022), activity (Giakoumis et al., 2012), facial expressions (Zhang et al., 2019), speech (Tomba et al.,
2018), or the use of mobile phones (Ferdous et al., 2015). In the current literature, there are extensive reviews on the usage of these
techniques to detect stress (Alberdi et al., 2016; Can, Arnrich et al., 2019; Greene et al., 2016).

Whereas the reliability of these methods for detecting stress has been proven, their implementation in real scenarios poses
additional challenges. For instance, everyday activities can deteriorate the signal quality or alter body responses (Han et al., 2020),
thus hindering stress recognition. Therefore, errors due to incorrect placement, movements, or detached equipment are common in
daily life and lead to corrupted data (Can, Arnrich et al., 2019). Also, some solutions require massive data or the installation of
obtrusive and expensive sensors (Novais & Carneiro, 2016). This diminishes the feasibility of these solutions in real-world settings.
Our approach aims at addressing this challenge by introducing a method that uses the surrounding stress data to predict stress. We
will explore how the use of stress-related data coming from past measures and close colleagues can help enhance the performance
of stress recognition in an unobtrusive and low-cost way. This may help decrease the number of sensors and data needed, given
that the data measured in specific individuals can be used for predicting the stress level of other individuals. Furthermore, it can
also be used to predict the stress level of an individual at a specific point in time where data corruption or loss has occurred.

3. Stress prediction models

This work introduces a model that exploits surrounding stress information, that is, the stress levels of physically close colleagues
and the individual’s stress history, to predict current stress levels. For this purpose, a machine learning system is presented. Fig. 1
shows a representation of the proposed model. As can be seen, the surrounding stress information is processed by two different
processing modules. These modules are responsible for receiving as input the previous stress levels from the subject and the closest
colleagues, generating a feature vector representing this information, and producing this vector as output. The feature vectors are
then concatenated and fed to a machine learning classifier, which yields a prediction based on the given information. The proposed
models have been validated using the two datasets described in Section 4.

In the literature, affective states such as stress (Dimitroff et al., 2017) or emotions (Petitta et al., 2021) emanated from the
individual have been discussed to influence the mood of close individuals. Furthermore, data related to past emotions can play a
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Fig. 1. General architecture representation of the proposed method.

role in future moods (Hollis et al., 2017). Nonetheless, to the best of our knowledge, the effect of surrounding stress has not been
utterly analysed in the domain of stress level prediction. Therefore, this work proposes the use of close individuals’ stress data to
extract surrounding stress-related features. With this in mind, our objective is to analyse the extent to which this type of information
is valuable for stress prediction.

We consider the surrounding stress data to be a compound of two factors: the personal and social components. The former refers
to the past stress levels of the individual in question. The latter refers to the stress levels measured for the closest colleagues of
this individual. We define closest colleagues as those in physical proximity of the individual, as inferred from smartphone sensor
data, including WiFi, cell, and GPS location. Consider an employee whose personal stress levels during a certain period 𝑇 are the
following:

𝐸(𝑇 ) = [𝑒𝑡−𝑤,… , 𝑒𝑡] (1)

where 𝑒𝑡 is a number that expresses the stress level of the employee at the time 𝑡, on a scale of 1 to 3, thus 𝑒𝑡 ∈ [1, 2, 3]; and 𝑤 is
the window size, that is, the number of previous stress measures considered. Considering that we want to predict the stress level of
the individual at the moment 𝑡, that is, 𝑒𝑡, we can define the personal component as:

𝑃 (𝑇 ) = [𝑝𝑡−𝑤,… , 𝑝𝑡−1] (2)

In the personal component of the employee, we are predicting the level of stress 𝑝𝑡. Thus this measure is excluded from the
input.

The social component is composed of the stress levels of colleagues in close physical proximity. Thus if we define the stress levels
of a certain colleague 𝑖 as 𝐶 𝑖(𝑇 ) = [𝑐𝑖𝑡−𝑤,… , 𝑐𝑖𝑡 ], being 𝑐𝑖𝑡 ∈ [1, 2, 3], the social stress component is defined as the concatenation of all
vectors:

𝑆(𝑇 ) =
𝑛⨁
𝑖=1

𝐶 𝑖 (3)

where 𝑛 is the total number of close colleagues to consider (𝑛 ∈ N). Based on these components, we propose different ways to combine
the information in order to improve the performance of the stress prediction. In this way, three different models are proposed: (i)
using only sequential data (𝑀𝑆𝐸𝑄); (ii) using only statistical features (𝑀𝑆𝐹 ); and (iii) using a feature ensemble of sequential and
statistical data (𝑀𝐹𝐸).

3.1. Sequential data model (𝑀𝑆𝐸𝑄)

The first model aims to predict stress using only sequential data of the surrounding stress. Sequential data consist of an
individual’s stress levels ordered in a timely manner for a certain period. Given the surrounding stress data components defined
above, we can define the sequential feature vectors as:

𝑃𝑆𝐸𝑄(𝑇 ) = [𝑝𝑡−𝑤,… , 𝑝𝑡−1] (4)

𝑆𝑆𝐸𝑄(𝑇 ) = [𝑐𝑖𝑡−𝑤,… , 𝑐𝑛𝑡−𝑤,… , 𝑐𝑖𝑡 ,… , 𝑐𝑛𝑡 ] (5)

We can see that these vectors contain the last 𝑤 levels measured for a specific employee and the top-n closest colleagues. Note
that while the measure at the moment 𝑡 is not included in the personal component (since it is the value to be predicted), it is
included in the social component of colleagues. This approach evaluates the prediction of an individual’s current stress level given
the current stress levels of colleagues.
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Table 1
Statistical features extracted from the data.

Feature Formula Description

avg 𝐸𝑎𝑣𝑔 = 1
𝑤

∑𝑡−𝑤
𝑖=𝑡 𝑒𝑖 Average of all levels

std 𝐸𝑠𝑡𝑑 =
√

1
𝑤−1

∑𝑡−𝑤
𝑖=𝑡 (𝑒𝑖 − 𝑒)2 Standard deviation of all levels

max 𝐸𝑚𝑎𝑥 = max𝐸(𝑇 ) Maximum value between levels
min 𝐸𝑚𝑖𝑛 = min𝐸(𝑇 ) Minimum value between levels
last 𝐸𝑙𝑎𝑠𝑡 = 𝑒𝑡 Last value of all levels
𝛥 𝐸𝛥 = 𝑒𝑡 − 𝑒𝑡−𝑤 Total level increment
𝛿 𝐸𝛿 = 𝑒𝑡 − 𝑒𝑡−1 Last level increment

3.2. Statistical features model (𝑀𝑆𝐹 )

This second model aims to exploit several statistical features contained in the surrounding stress data for the purpose of improving
the classification performance. The extracted features are shown in Table 1.

Note that all formulas are generalised for a generic employee, so the last measure of the period (𝑒𝑡) is included. However, when
calculating these features for the personal component, the last measure of the period is not included, as it is the measure to be
predicted. Given this, we can compute the statistical feature vector of an individual, that is, the personal component as:

𝑃𝑆𝐹 = [𝑃𝑚𝑒𝑎𝑛, 𝑃𝑠𝑡𝑑 , 𝑃𝑚𝑎𝑥, 𝑃𝑚𝑖𝑛, 𝑃𝑙𝑎𝑠𝑡, 𝑃𝛥, 𝑃𝛿] (6)

In the personal component, all these features are extracted at the subject level (taking into account only one individual). However,
for the social component, we can compute additional features related to the group of close colleagues, that is, statistical features
related to the measures of all the colleagues considered. In this way, we can define the social component of the statistical features
model as the concatenation of the features related to the group with the statistical features vectors of all colleagues:

𝑆𝑆𝐹 = 𝐺𝑆𝐹 ⊕
𝑛⨁
𝑖=0

𝐶 𝑖
𝑆𝐹 (7)

where 𝐶 𝑖
𝑆𝐹 is the statistical feature vector of the colleague 𝑖, 𝑛 is the number of close colleagues considered, and 𝐺𝑆𝐹 is the feature

vector computed from the data of all the colleagues considered. This vector contains the features described in Table 1 computed at
the group level rather than at the individual level. Additionally, the average, standard deviation, maximum, and minimum values
of all colleagues have been calculated for the increments and last values.

3.3. Features ensemble model (𝑀𝐹𝐸)

The primary purpose of this model is to merge the two kinds of features into a unified feature set and hence to benefit from
the combination of the different information types provided by these features. In this manner, a machine learning classifier may
achieve better performance scores learning from the merged set than learning only from a feature subset. The surrounding stress
components in this model are computed as the concatenation of the feature vectors of the previous models:

𝑃𝐹𝐸 = 𝑃𝑆𝐸𝑄 ⊕ 𝑃𝑆𝐹 (8)

𝑆𝐹𝐸 = 𝑆𝑆𝐸𝑄 ⊕𝑆𝑆𝐹 (9)

All proposed models have been validated using data from two datasets: StudentLife and our own collected dataset described in
Section 4. Finally, to explore the influence of the personal and social stress components of each model, this work proposes three
different ways to compute the surrounding stress data: (i) using only personal data; (ii) using only social data; and (iii) using both
personal and social data. The evaluation of each model, along with the different components of the surrounding stress, is presented
in Section 5.

4. Datasets

4.1. Our dataset

An experiment was conducted in order to collect data from a group of 30 employees from two different organisations for 8
weeks. Participants were voluntarily recruited, and the Institutional Ethics Review Board approved all experimental procedures. A
presentation was made that described the objectives and methods of the study, with the participation of nearly double the final
participants. Later, interested participants received a smartphone with our data collection app installed and configured. The data
collection framework was based on a server-client architecture built around the Samsung Galaxy S3 Mini 32 GB smartphone. No
additional clinical screening has been performed, except the annual health screening performed in each organisation. The main
reason some employees refused to participate in the study was that they did not want to use another smartphone. The 30 participants
selected for the study were workers from two different companies in Trento, Italy. Table 2 offers a summary of the demographic
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Table 2
Demographics of the participants in the performed study.

Variable Characteristics No. (%)

Gender Male 18 (60%)
Female 12 (40%)

Education
High-school 9 (30%)
Bachelor degree 11 (36.67%)
Graduate degree 10 (33.33%)

Age

26–30 5 (16.67%)
31–40 18 (60%)
>40 7 (23.33%)
Mean 37.46

Marital status Married 15 (50%)
Never married 15 (50%)

No. of children
None 17 (56.67%)
1–2 10 (33.33%)
3–4 3 (10%)

characteristics of the employees. It can be observed that there is a pretty balanced mix of age, gender, marital status, education
level, and number of children among the participants.

During the study, the workers used the provided smartphone daily as their phone. No restrictions on the handling of their
smartphone were given to the participants to guarantee the most realistic conditions possible for our analysis. The application
responsible for collecting data was automatically started at 9 am on business days (Monday–Friday) without any interaction from
the user and then continued to run uninterruptedly in the background. Two types of variables were extracted from this experiment:
objective variables (employees’ behaviour captured by sensors during work hours); and subjective variables (responses obtained from
questionnaires). With the purpose of collecting users’ mood and stress levels, the app automatically prompted users to complete a
questionnaire at three different times of the day: at 9 am (at the beginning of the working day), at 2 pm (after lunch break) and 5 pm
(at the end of the working day). The user had the option of answering the questions at these times or postponing the questionnaire
to another moment. The questionnaires contained 14 questions related to stress, sleep quality, work abandonment, energy levels,
and the affect of mood states. The questions had an estimated response time of one minute and were founded on two validated
questionnaires: Profile of Mood States (POMS) (Shacham, 1983) and Oldenburg Burnout Inventory (Demerouti & Bakker, 2008).

Each question had five possible answers corresponding to five stress-related aspects on a scale ranging from 1 (definitely agree) to
5 (definitely disagree). The first part of the questionnaire is intended to collect information about the occupational health outcomes
of the participants: (i) job-induced stress, (ii) job control, (iii) job demand, and (iv) energy perceived during working days. The
second part consists of different questions to measure mood: feelings of sadness, friendliness, anxiety, anger, cheerfulness, time
pressure, job-related tension, and sleep quality.

The number of completed questionnaires was 1455, which denotes a response rate of 79.97%. Some of the most relevant insights
drawn from the questionnaire responses are: throughout the entire monitoring period, the employees perceived a moderate (35.15%)
to high (22.18%) stress level; at some time, almost all of them (29 out of 30) reported that their job tasks and responsibilities were
highly demanding (50.58%); at some point, 19 workers felt High-Tense, 18 employees felt High-Anxious, and 11 of the respondents
reported High-Angry (5.67%); and finally, 24 respondents reported Poor Sleep Quality as a reaction to stress.

Furthermore, the locations of the subjects were analysed, focusing on understanding the frequent changes in location throughout
the workday. In this way, the app retrieved: (i) the record of WiFi networks available with their corresponding Basic Service Set
Identifier (BSSID) address, (ii) cell tower locations, and (iii) Google Maps locations information (latitude, longitude). Google Maps
locations where the subjects stayed for more than 15 min were clustered with a maximum diameter of 300 m (using the Haversine
distance equation (Robusto, 1957)). Also, the number of locations on each day was computed. For cell tower information and WiFi
networks, location information was clustered on an hourly basis. Thus, the locations were compared every hour, increasing the
count when different clusters appeared with respect to the previous hour. In this work, we used only location-related data along
with self-reported questionnaire items related to stress, as our objective is to explore the influence of surrounding stress among
colleagues who work close to each other.

4.2. StudentLife dataset

In addition to the dataset presented in Section 4.1, another dataset has been used to explore the performance of the presented
method in a different population. The StudentLife dataset is a broad longitudinal dataset containing passive and automatic sensing
data from smartphones of 48 Dartmouth College students for 10 weeks, with the purpose of assessing their mental health (Wang
et al., 2014). It contains more than 53 GB of continuous data, 32 000 self-reports, and pre- and post-surveys. Amid the 48 students
who completed the study, 30 were undergraduates, and 18 were graduate students. Regarding gender, 38 participants were male,
and 10 participants were female.

Participants were asked to answer different questions related to stress, mood, or current events during the collection phase as
they used their smartphones. On average, 3–13 questions were administered per day. The students responded to several scheduled
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questionnaires, including stress, mood, social interaction, duration of sleep, physical activity, and a short personality item. A total
of 35 295 completed questionnaires were collected.

Besides, the locations of all access points on the network and WiFi scan logs were collected as part of the study. This information
includes all encountered BSSIDs and their signal strength values that were used to determine the location of a student. Among all the
data provided in the dataset, in this work, we used only location-related data along with self-reported questionnaire items related to
stress. In this sense, we consider the physical proximity of students as surrounding stress and explore its effect on stress prediction.

4.3. Data preprocessing

The own collected and StudentLife datasets provide a large set of diverse passively detected data. However, for our work, only
some of these data are required. Therefore, only the stress levels obtained from the questionnaires and location-related data have
been selected among all data provided.

Once the required data are selected, a homogenisation of the stress levels extracted from the questionnaires is performed. Given
the different nature of the surveys used in each experiment, the stress scales are different in the two datasets. For example, while
in our dataset, a stress value of 5 refers to the highest stress level, in the StudentLife dataset, it refers to the lowest stress level. To
solve this issue, the stress levels obtained from the StudentLife dataset have been converted to the same scale used in our dataset.
Furthermore, as described above, the responses to the stress questionnaires in both datasets range between 1 and 5. Self-reported
stress is inherently highly subjective and, as such, is prone to significant inter-subject differences. Therefore, we have categorised
the stress levels to smooth out the differences between subjects. In this way, these levels have been split into three different regions:
‘‘low’’, score < 3; ‘‘moderate’’, score = 3; and ‘‘high’’, score > 3.

In both datasets, each stress or location measure is stored along with the timestamp of the moment it was registered. Moreover,
the two datasets contain several daily measures over several weeks. This gives us two possible ways to pose the problem of stress
classification over time: to perform the classification at the day level or the week level. The former refers to the prediction of the
stress level at a specific interval of the day, given the data from the previous intervals on that day. The latter refers to predicting the
stress level on a specific day, given the data from the previous days in that week. Given this, we performed a different transformation
in the datasets for each case. For prediction at the day level, we have grouped the data by day and defined three different intervals
for each day. Taking into account the different times of the questionnaires of the datasets, these intervals are as follows: from 7 am
to 11 am (morning), from 11 am to 3 pm (noon), and from 3 pm to 7 pm (evening) for the own collected dataset; and from 9 am to
6 pm (morning), from 6 pm to 12 am (evening), and from 12 am to 9 am (night) for the StudentLife dataset. For the prediction at
the week level, we have grouped the data by week, and then for each day of the week, we have calculated the average stress value
between all the measures on that day. Also, only working days are considered in both cases, so the datasets have been filtered to
include only these days.

While there are several ways to detect proximity between colleagues, based on our previous experience (Carreras et al., 2012;
Osmani et al., 2014), we opted for the use of location data, including WiFi, Cell ID, and location service. The proximity between
colleagues is computed on the basis of the time spent in the same room during the considered interval. Specifically, we have used
the Jaccard similarity to calculate the intersection between the sets containing the locations of each employee during a certain
day/week. Jaccard similarity is defined as the relation between the size of the intersection and the size of the union of two sets.
The closest colleagues of an employee are those who present a higher Jaccard index during a certain period. In this way, we can
obtain the stress level of each worker at each interval, along with the stress levels of the closest colleagues. The final data format
used for the proposed method has one row for each interval/day of each day/week (depending on the scenario considered), along
with the stress level of the individual and the n-closest colleagues.

Finally, it is worth mentioning that the questionnaires of both datasets are based on clinically validated, ecological momentary
assessments (EMAs) (Shiffman et al., 2008). These assessments address the validity challenge of standard retrospective questionnaires
regarding the influence of subjects’ prior experience. Standard retrospective questionnaires can suffer from issues that affect recall
when people attempt to recollect or summarise past experiences or feelings. EMAs tackle this challenge by repeatedly sampling
subjects’ experiences and feelings in real time and in natural environments. Thus, EMAs are intended to minimise recall bias and
maximise ecological validity. This makes them suitable for the study of behaviour or mental state in real-world contexts, such as the
one considered in our work. The experiment we conducted for data collection and the one conducted in the StudentLife study are
based on these assessments and responses are taken multiple times a day making them a robust approach to potential recall bias.

5. Methods

The presented models have been evaluated through several stress prediction tasks, where the aim is to predict an individual’s
stress level. These models can be implemented using different resources and methods. An experimental study has been designed
to thoroughly evaluate each model’s effectiveness in multiclass stress prediction and identify the optimum resources and methods.
The proposed methods have been validated using the datasets described in the previous section. The methodology followed in this
validation is described in this section, and the obtained results of the experiments are shown in Section 6.

We postulate the task of predicting perceived stress as a classification problem. In this way, the class to predict is the self-reported
stress level (low, moderate, high), while the attributes correspond to the surrounding stress data. With the purpose of analysing
the performance of the models, three different machine learning classifiers have been used (logistic regression, decision tree, and
Adaboost). Besides, it is interesting to evaluate the performance of a more complex neural network that takes into account sequential
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Table 3
Hyperparameters that obtain the best performance for each kind of data.

Dataset Level Personal Social Personal+Social

Our dataset Day 𝑤 = 3 𝑤 = 2; 𝑛 = 3 𝑤 = 3; 𝑛 = 2
Week 𝑤 = 4 𝑤 = 2; 𝑛 = 3 𝑤 = 5; 𝑛 = 4

StudentLife Day 𝑤 = 2 𝑤 = 1; 𝑛 = 3 –
Week 𝑤 = 3 𝑤 = 2; 𝑛 = 3 𝑤 = 4; 𝑛 = 1

data. To this end, we have developed a sequential model with a Bidirectional LSTM layer followed by a Dense layer with ‘‘sigmoid’’
activation. All experiments have been carried out using 10-fold cross-validation and the weighted average of the F1-Score as the
performance metric. The F1-score is a measure of a model accuracy defined as the harmonic mean of the model precision and recall:

𝐹1 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

= 2 ∗ 𝑇𝑃
2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(10)

The research questions described in Section 1 have shaped the experimental study. The main objective of the experiment is
to provide insight into whether surrounding stress information can be used to predict stress (RQ1). Furthermore, to analyse the
influence of each component of the surrounding stress (RQ2), we propose three different scenarios for the experiment: (i) the use of
only personal data; (ii) the use of only social data; and (iii) the combination of personal and social data. Finally, we test the three
models separately in Section 5 to investigate the impact of features on the prediction performance of stress levels (RQ3).

Considering these scenarios, different model hyperparameters must be tuned to optimise the classification performance. The
parameters to tune are the window size, 𝑤, which represents the number of measures considered for the prediction, and the number
of close colleagues to consider, 𝑛. As commented in Section 4, the nature of the datasets used provides two different possibilities
to predict stress level: prediction at the day level and prediction at the week level. When predicting at the day level, each day
has a maximum of three intervals in which stress has been measured, so 𝑤 ∈ [1, 2, 3]; while when predicting at the week level,
𝑤 ∈ [1, 2, 3, 4, 5], since only working days are considered. Also, when predicting at the week level, we only take into account the
data for the days of the week in which the prediction is made. That is, each week is used separately, and data from one week are
not used to predict the stress levels of the following week. Thus, when the window size is 5, the Friday level is predicted from the
data of the rest of the working days within that week ([Mon, Tue, Wed, Thu]). Similarly, when the window size is 4, we can predict
the level of Thursday ([Mon, Tue, Wed]) or Friday ([Tue, Wed, Thu]). And so on.

Note that when using personal data, 𝑤 must always be greater than 1, as one of the individual measures is the one level to be
predicted. Regarding the number of close colleagues to consider, we have performed the experiment with up to four colleagues, so
𝑛 ∈ [1, 2, 3, 4]. To select the optimal value of 𝑤 and 𝑛 for each case and each dataset, an exhaustive experiment has been carried
out in which the model has been tested using all possible values. The results of this experiment are publicly available online for the
interested reader.1 In summary, Table 3 shows the hyperparameters chosen for each kind of data.

Finally, it is worth mentioning some limitations of the experiment concerning the available data. As expected, our dataset contains
missing values as a result of a lack of response to questionnaire prompts. Missing data are common in these types of experiments
in real-world settings involving participants monitored longitudinally. Therefore, to ensure the reliability and robustness of the
system, only samples where all data are available are used to make predictions. In each scenario, we use the maximum amount
of data available for that particular scenario. Thus, for the scenario using only personal data, we need at least two measures of
a user: the stress level to be predicted and the previous level. These data would enable the 𝑀𝑆𝐸𝑄 model, as it requires only one
interval. However, to extract statistical features (𝑀𝑆𝐹 and 𝑀𝐹𝐸 models), at least two measures from previous levels are needed.
Similarly, for the scenario using only social data, at least the user’s predicted stress level and the current level of one of his or her
close colleagues are required. Again, these data would enable the sequential data model (𝑀𝑆𝐸𝑄), but to enable 𝑀𝑆𝐹 and 𝑀𝐹𝐸 at
least one measure from two colleagues or two measures from one colleague are needed. Finally, for the scenario combining the
two types of data, at least the predicted stress level of the user, his or her previous level, and the current level of one of his or her
close colleagues are needed. In this third case, analysing at the daily level for the StudentLife dataset, we find that there are not
enough samples containing at least two measurements of a user’s stress level and one of his or her close colleagues for the same
day. However, there are enough samples with at least two measurements of the user’s stress level and enough samples with at least
one measurement of his or her stress level, and one from a close colleague. For this reason, when we use the StudentLife dataset
at the day level, we have sufficient data for the scenario that uses only the personal component and for the scenario that uses only
the social component, but not for the scenario that combines both.

6. Results

Once the hyperparameters have been tuned for the personal and social data, we proceed to evaluate the proposed models. First,
we evaluate the models in the first scenario, that is, using only personal data. This experiment allows us to analyse whether the
use of the individual’s previous data can provide good results for stress prediction. We have completed the experiment using the

1 https://gsi.upm.es/~smunoz/stress-ambient/.
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Table 4
Experiment results for the three defined scenarios. The results show the weighted F-score measure obtained with each model in
each dataset with the corresponding classifier.

Component Classifier Our dataset StudentLife

𝑀𝑆𝐸𝑄 𝑀𝑆𝐹 𝑀𝐹𝐸 𝑀𝑆𝐸𝑄 𝑀𝑆𝐹 𝑀𝐹𝐸

Day level

Personal
LogR 55.69 55.01 55.69 34.58
DT 58.38 58.38 58.84 56.22
ADA 58.68 58.98 58.01 56.22

Social
LogR 45.77 44.3 47.52 60.48 40.08 60.52
DT 47.79 48.63 51.31 59.09 49.18 60.97
ADA 37.87 51.67 53.27 59.51 46.25 57.15

Personal+Social
LogR 71.49 66.74 70.43
DT 52.5 55.62 73.17
ADA 57.89 59.17 67.11

Week level

Personal
LogR 62.78 66.62 69.85 53.58 52.92 55.25
DT 72.01 67.09 72.35 60.9 61.54 61.5
ADA 63.16 64.35 69.04 57.64 57.06 59.35

Social
LogR 43.71 52 55.8 67.59 71.37 72.89
DT 57.45 55.32 59.92 65.01 67.37 70.55
ADA 49.33 53.71 57.47 61.01 68.16 66.6

Personal+Social
LogR 69.22 64.42 74.6 64 73.46 78.75
DT 76.48 71.83 79.16 78.31 80.57 81.79
ADA 68.13 63.97 67.01 76.3 69.58 72.27

hyperparameters shown in Table 3. The results of the experiment are shown in Table 4. We can see that the classifier is able to
predict a future stress level using only previous personal data. The results show that when predicting at the day level, we can predict
the stress level with a nearly 59% and 56% F-score for the own collected dataset and the StudentLife dataset correspondingly. When
predicting at the week level, the F-score increases up to 72% for our dataset and 61% for the StudentLife dataset. If we analyse the
performance of the different proposed models, we can appreciate that, in general, the use of statistical features improves over the
use of only sequential data, and the best average results are obtained when combining sequential data with statistical features, that
is, with the 𝑀𝐹𝐸 model.

After analysing the scenario of the personal data, we proceed to analyse the second scenario: the use of only social information.
Again, we have completed the experiment using the hyperparameters obtained from the tuning, shown in Table 3. Table 4 shows
the results of the experiment. We can see that, in general, the classifiers perform a little worse on this kind of data for our dataset.
However, it still achieves results close to 60% of F-score. Although these results may seem low or poor, it is worth remembering
that they are obtained using only data external to the individual. Furthermore, for the StudentLife dataset, we can see a significant
enhancement, with a performance that surpasses 70% of F-score. When analysing the performance of the different models proposed,
we can appreciate that the best results are obtained when combining sequential data with statistical features (𝑀𝐹𝐸 model). In this
case, the improvement of the 𝑀𝐹𝐸 model is more evident.

Finally, we conclude our experiments with the third scenario: the combination of personal and social information to predict
individual stress. We can see the results of the experiment in Table 4. There were not enough data for predicting at the day level
in the StudentLife dataset for this experiment. However, by analysing the results for the own collected dataset, we can appreciate
a significant improvement in the classifier’s performance that yields an F-score of 73.17%. This entails an increase of almost 15
and 20 percentage points with respect to the use of only personal data and only social data. This enhancement is confirmed when
analysing the experiment results at the week level. We can see that the combination of personal and social information results in
a significant performance improvement. In terms of F-score, the classifier achieves peaks of 79.16% and 81.79% using our dataset
and the StudentLife dataset, respectively. This entails an increase of almost 10 percentage points. These results confirm that it is
possible to predict stress using surrounding stress-related data (RQ1).

When comparing classifiers, we see that, in general, decision tree is the one that performs better. Whereas these classifiers have
shown good performance, they do not take into account sequential data. To study whether the proposed approach could benefit
from a more complex neural network that considers this kind of data, we have implemented our approach using LSTM. We have
developed a sequential model with a Bidirectional LSTM layer followed by a Dense layer with ‘‘sigmoid’’ activation. The results,
along with their comparison with the best performing classifier, are shown in Table 5.

The results indicate that the limited amount of data available hinders the performance of complex neural networks such as LSTM.
Among all the experiments, LSTM only yields the best result when using the social component at the week level in our dataset.
Analysing how the results vary according to the hyperparameters (window size and the number of colleagues), we can observe
that LSTM requires a larger amount of information. To improve performance, this method requires larger window sizes or a higher
number of close colleagues compared to other classifiers. This can be easily observed by looking at the hyperparameters chosen for
the scenarios using only personal or only social data. However, as the size of the window or the number of colleagues increases, the
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Table 5
Performance comparison between the best performing classifier and an LSTM model.

Dataset Classifier Hyperparameters F-score

Day level

Personal
Our dataset LSTM 𝑤 = 3 54.34

ADA 𝑤 = 3 58.98

StudentLife LSTM 𝑤 = 2 31.17
DT 𝑤 = 2 56.22

Social
Our dataset LSTM 𝑤 = 3; 𝑛 = 3 43.97

ADA 𝑤 = 2; 𝑛 = 3 53.27

StudentLife LSTM 𝑤 = 1; 𝑛 = 3 55.32
DT 𝑤 = 1; 𝑛 = 3 60.97

Personal+Social Our dataset LSTM 𝑤 = 3; 𝑛 = 1 52.69
DT 𝑤 = 3; 𝑛 = 2 73.17

Week level

Personal
Our dataset LSTM 𝑤 = 5 65.68

DT 𝑤 = 4 72.35

StudentLife LSTM 𝑤 = 4 43.83
DT 𝑤 = 3 61.54

Social
Our dataset LSTM 𝑤 = 2; 𝑛 = 5 63.56

DT 𝑤 = 2; 𝑛 = 3 59.92

StudentLife LSTM 𝑤 = 3; 𝑛 = 2 66.33
DT 𝑤 = 2; 𝑛 = 3 72.89

Personal+Social
Our dataset LSTM 𝑤 = 4; 𝑛 = 4 59.13

DT 𝑤 = 5; 𝑛 = 1 79.16

StudentLife LSTM 𝑤 = 3; 𝑛 = 1 49.82
DT 𝑤 = 4; 𝑛 = 1 81.79

number of samples available in the used datasets decreases. This causes the performance to drop as there are insufficient samples
to successfully train the neural network. Thus, in the scenario combining the personal component with the social component, the
maximum performance is obtained with a slightly smaller window size compared to other classifiers.

From this analysis, we can observe that LSTM could be an interesting proposal to consider. It would allow the system to take
advantage of the temporal information inherent in sequential stress data. Nevertheless, it requires a larger amount of information.

Once the results of the experiment have been analysed, we have performed the Friedman statistical test (Demšar, 2006) in order
to further study the impact of the presented models and their performance. This test aims to determine whether we may conclude
from the sample of results that there is a difference between the classification methods. As a result, the Friedman test ranks methods
according to their performance on different datasets. The lower the ranking of a specific method, the better its performance in
comparison to the rest.

The first step in calculating the Friedman test is to convert the actual results into ranks. Let 𝑟𝑗𝑖 be the rank of the 𝑗th algorithm
in the 𝑖th dataset, and 𝑘 and 𝑛 the number of methods and datasets, respectively. Friedman’s test compares the mean ranks of the
methods 𝑅𝑗 =

1
𝑛
∑

𝑖 𝑟
𝑗
𝑖 and establishes that the Friedman statistic under the null hypothesis (all algorithms are equal, so their ranks

are also equal) is:

𝑋2
𝐹 = 12𝑛

𝑘(𝑘 + 1)
(
∑
𝑗
𝑅2
𝑗 −

𝑘(𝑘 + 1)2

4
) (11)

and with 𝑘 − 1 degrees of freedom. However, Iman and Davenport (1980) proposed a better static distributed according to the
F-distribution, with 𝑘 − 1 and (𝑘 − 1)(𝑛 − 1) degrees of freedom:

𝐹𝐹 =
(𝑛 − 1)𝑋2

𝐹

𝑛(𝑘 − 1) −𝑋2
𝐹

(12)

We perform the test with an 𝛼 value of 0.1. On those averages, 𝑋2
𝐹 = 24.13, 𝐹𝐹 = 9.20, and the critical value 𝐹 (𝑘−1, (𝑘−1)(𝑛−1)) =

3.36. Given that 𝐹𝐹 > 𝐹 (8, 24), the null hypothesis of the Friedman test is rejected. For simplicity, Table 6 shows the five best
approaches according to their ranks, as computed by the Friedman test.

As can be seen, Friedman’s test points out that the method of combining personal with social information is the best classification
model. The three lower ranks are obtained when combining data from both sources, whereas the following two are obtained using
only personal data. This confirms that when using only one source of information, personal data outperforms social data (RQ2) and
that the best results are obtained when combining personal and social information. Also, we see that the combination of statistical
features and sequential data surpasses the use of only sequential data or only statistical features (RQ3). Best results are obtained
when using the feature ensemble model along with the combination of personal and social data. These results demonstrate the
effectiveness of using surrounding data for predicting stress (RQ1), especially when combining personal and social data.
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Table 6
Friedman rank for the top-5 models.
Model Components Rank

𝑀𝐹𝐸 Personal+Social 1
𝑀𝑆𝐸𝑄 Personal+Social 2.5
𝑀𝑆𝐹 Personal+Social 2.75
𝑀𝐹𝐸 Personal 4.75
𝑀𝑆𝐹 Personal 6.25

7. Discussion

Three research questions drove this work as presented in Section 1. First, in RQ1, we investigated whether surrounding stress-
related information can be used to predict the stress levels of individuals. In this regard, a novel approach that exploits this
information yielded substantial performance, as shown by the experiments, reaching an F-Score of 79% in our dataset and 81%
in the external dataset. Therefore, it is reasonable to assume that surrounding stress-related information is highly relevant to stress
prediction.

Our second question (RQ2) pertained to how personal and social stress information compare in terms of predictive performance.
In this sense, the statistical results identify the combination of personal and social data as the best-performing approach. This
confirms the effectiveness of the combination of different sources of stress information that these methods perform, resulting in a
notable improvement compared to the other methods. If we compare with the use of only one kind of data, analysing the results,
we can conclude that the use of personal data achieves better performance than the use of social data.

The last question (RQ3) was concerned with investigating methods of feature extraction that can improve the stress prediction
performance. In this respect, the results have shown that the combination of sequential and statistical features is the best-performing
method. This model yields the best results for all the scenarios.

Based on our results, we can conclude that the use of surrounding stress-related information can yield substantial performance
in stress prediction. Our findings are in line with current research on affective state contagion occurring during interpersonal social
interactions, which states the significant influence of closest people on the individual’s affective state (Dimitroff et al., 2017; Engert
et al., 2019; Jia & Cheng, 2021; Petitta et al., 2021). Furthermore, our results are also consistent with current literature in terms of
how historical affective-related data can play a role in future moods (Goodday & Friend, 2019; Hollis et al., 2017). However, as far
as we know, this is the first study investigating the use of surrounding stress-related data to predict future stress levels.

Our findings have important implications in stress prediction approaches. Taking into account personal and social-related stress
when attempting to predict an individual’s stress level could enhance the system’s prediction performance. This kind of information
can be combined with approaches used in other works (such as physiological and behavioural data) to reduce the quantity of data
needed (and consequently the number of sensors) and improve the effectiveness of stress detection methods in the presence of
scarce data. Finally, one of the main findings of this work is that stress can be contagious and stress of an individual can affect
close colleagues. Therefore, this is an indication that in addressing well-being of the workforce a holistic approach should be taken
in tackling occupational stress rather than focusing on individuals only.

8. Conclusions

Workplace stress is a concern since it negatively affects employees’ health and organisational performance, reducing workers’
well-being and decreasing productivity. However, appraising stress is a complicated issue that entails high costs and complexity,
particularly when relying on non-obtrusive approaches. In this work, we presented a method for predicting stress using surrounding
stress-related data, that is, using previous levels from the individuals and their close colleagues. We considered two components of
surrounding stress data: the personal and social components.

Besides, an extensive analysis based on two different datasets with real-life behavioural data of office workers and students has
been carried out, achieving an F-score near 80% for stress level prediction. To the best of our knowledge, this is the first study into
supervised stress recognition using surrounding stress data acquired from previous data from workers and their closest colleagues.
Our results confirm that it is possible to predict perceived stress at work using surrounding stress information.

We believe our findings on the effect of surrounding stress on workers open new research lines to improve future monitoring
systems that may enable a better understanding of work-related stress, the impact on occupational health, and the management
of human resources. Besides, we consider that this work presents some challenges that can be addressed by future work. One of
these challenges is to extend the dataset with new experiments in real environments. A larger amount of data may allow the system
to benefit from the advantages of more complex neural network models, which are better suited for dealing with sequential data.
Also, it may enable long-term prediction using longer sequences, allowing evaluation of the impact of sequence length on prediction
performance. In this line, weekend stress levels may also be an interesting challenge to address. This would not only allow predictions
to be made between different weeks but also help to understand how certain parameters relating to weekends (e.g., rest, activities,
leisure) can help to reduce work-related stress. Finally, remote working practices are becoming common nowadays, and they are a
new interesting area of research for studying occupational stress.
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Abstract: The evolution of ambient intelligence has introduced a range of new opportunities to
improve people’s well-being. One of these opportunities is the use of these technologies to enhance
workplaces and improve employees’ comfort and productivity. However, these technologies often
entail two major challenges: the requirement for fast and reliable data transmission between the
vast number of devices connected simultaneously, and the interoperability between these devices.
Conventional communication technologies present some drawbacks in these kinds of systems, such
as lower data rates and electromagnetic interference, which have prompted research into new
wireless communication technologies. One of these technologies is visible light communication
(VLC), which uses existing light in an environment to transmit data. Its characteristics make it an
up-and-coming technology for IoT services but also aggravate the interoperability challenge. To
facilitate the continuous communication of the enormous amount of heterogeneous data generated,
highly agile data models are required. The semantic approach tackles this problem by switching from
ad hoc application-centric representation models and formats to a formal definition of concepts and
relationships. This paper aims to advance the state of the art by proposing a semantic vocabulary
for an intelligent automation platform with VLC enabled, which benefits from the advantages of
VLC while ensuring the scalability and interoperability of all system components. Thus, the main
contributions of this work are threefold: (i) the design and definition of a semantic model for an
automation platform; (ii) the development of a prototype automation platform based on a VLC-based
communication system; and (iii) the integration and validation of the proposed semantic model in
the VLC-based automation platform.

Keywords: semantic modeling; task automation; visible light communication; smart office; environment
adaptation; ambient intelligence

1. Introduction

The extension of Internet connectivity to physical devices and everyday objects has
become the foundation of the concept of “smart homes” [1]. The main goal of smart
technology is to improve people’s well-being by reacting and adapting according to in-
formation obtained from the environment [2]. Enabling new services and applications
that take advantage of the interconnection of the physical and virtual domains leads to
new opportunities and opens up a range of possibilities [3]. One of these possibilities is
the application of these technologies in offices and workspaces, allowing companies to
improve the comfort, performance, and productivity of their employees by supporting and
meeting their needs [4].

However, the huge (and increasing) number of connected devices, along with the re-
quirement for fast, reliable, and cost-effective data transmission, pose a challenge for these
kinds of systems [5]. Several Radio Frequency (RF)-based wireless technologies have been
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used to provide Internet of Things (IoT) services: WiFi [6], Bluetooth [7], Near-Field Com-
munication (NFC) [8], or Zigbee [9], and also Low Power Wide Area Network (LPWAN)
technologies such as SigFox [10], NB-IoT [11], or LoRa/LoRaWAN [12]. Nevertheless,
these technologies present some drawbacks, such as Electromagnetic Interference (EMI),
a limited frequency spectrum, and, in some cases, a lower data rate [5]. These problems
have pushed the investigation of new wireless communication technologies, such as Visible
Light Communication (VLC) [13]. VLC uses the existing light in an environment (e.g., Light
Emitting Diode (LED) lights) for transmitting data, exploiting the bandwidth of visible
light, which is almost ten times wider and completely different from that of conventional
wireless access technologies [14]. Furthermore, the use of existing LED-based lighting
infrastructure in buildings for lighting and data communication simultaneously can no-
tably reduce the operating costs and carbon footprint [5]. These features make VLC a very
promising technology for IoT services [15].

The success of the technology largely depends on its user acceptance and ease of
use [16]. In this regard, one of the major challenges of intelligent environments is the inter-
operability between different platforms and components, which is further compounded by
the integration of new communication technologies [17]. The information in these systems
is transmitted to and from various devices and services through heterogeneous network
protocols and communication technologies [18]. In order to facilitate the continuous com-
munication of the huge amount of heterogeneous data generated, very agile data models
are required [19]. The semantic approach addresses this problem by replacing ad hoc
application-centric representation models and formats with a formal definition of concepts
and relationships [20]. These definitions are known as ontologies or vocabularies and
enable the interoperable representation of inferred data, solving the problems of isolation
between heterogeneous information and providing a better understanding of the environ-
ment [21]. In addition, semantic representation significantly improves system scalability by
providing a rich, machine-readable format that can be understood, reasoned about, and
reused. These capabilities have boosted the tendency of integrating semantic technologies
into the Internet of Things [22]. Nevertheless, there is still a lack of a semantic model
that covers the representation of the automation domain. Moreover, whereas smart office
automation is already being implemented by using conventional wireless technologies,
VLC is hardly used [23].

This paper aims to fill this gap by proposing a semantic vocabulary for an intelligent
automation platform based on VLC that benefits from the advantages of VLC while guar-
anteeing the interoperability and scalability of all system components. Thus, the main
contributions of this paper are threefold: (i) the design and definition of a semantic model
for an automation platform; (ii) the development of a prototype automation platform based
on a VLC-based communication system; (iii) the integration and validation of the proposed
semantic model in the VLC-enabled automation platform.

The remainder of the article is structured as follows: Section 2 introduces the back-
ground and related work of the technologies used in this work. Once the technologies
involved in this work have been reviewed, a scenario for introducing the proposed system
is described in Section 3. The design and definition of the semantic model are explained
in Section 4, while a prototype of the VLC-enabled semantic task automation platform is
given in Section 5. Lastly, an evaluation of the proposed semantic model using competency
questions is presented in Section 6, and Section 7 describes the conclusions drawn from
this paper and an outline of possible lines of future work is presented.

2. Related Work

This section presents the background and related work of the technologies involved in
the paper. Given the different technologies used in this work, this section has been split
into three subsections. First, Section 2.1 gives an overview of related work in ambient
intelligence and specifically in smart offices. Then, an introduction and revision of the state

71



Electronics 2022, 11, 326 3 of 19

of the art in VLC are described in Section 2.2. Lastly, Section 2.3 presents the state of art
regarding semantic technologies.

2.1. Smart Offices

The rise in the popularity of IoT has spread widely to simple household applications
and everyday tasks, intending to improve the well-being and comfort of people. For
example, a system can be configured to monitor specific parameters of an environment,
such as temperature, air quality, or luminosity, helping users to keep them within an
acceptable range and improving human comfort [24].

Applying these technologies to the work environment has resulted in the concept of
the “smart office”. This new paradigm for industrial activities has been applied to various
official and industrial tasks [25], including manufacturing, healthcare, communications,
and agriculture [26]. A company can leverage these technologies to improve the comfort
and well-being of the workers, which may result in higher performance and productivity [4].
With this aim, smart offices must efficiently and proactively manage the infrastructure
deployed in the workplace and the enterprise systems [27]. The scientific literature shows
different approaches addressing smart offices and identifies the main challenges to tackle in
the design, implementation, and optimization of these systems [28–31]. Shigeta et al. [32]
propose a smart office system able to recognize the workers’ mental and physiological
states through several biometric sensors and to adapt the environment to the mood of the
users for enhancing their comfort. The adaptation uses an aroma generator, a speaker, and
color lights. The use of lights is also exploited by Andrei Mocanu [33], who provided a
solution aimed at identifying a specific task and adapting the light accordingly. The system
can predict future activities and provide reliable recommendations. These technologies
have also been used for improving energy efficiency, as proposed by Xin Wang et al. [34].
They describe an automatic office lighting control system based on the occupancy status.
In addition, the presence detection system can also be used as a security system to discover
the presence of intruders or burglars.

The reviewed works show specific examples of smart office solutions to improve well-
being. Several systems capable of performing environment adaptation according to the
users’ needs are presented in them. However, as far as we know, no work in the literature
adequately addresses the use of VLC as a communication system in a smart office to take
advantage of the benefits of this type of technology compared to RF-based communication.
This work aims to fill this gap by proposing a smart office automation platform that uses a
VLC system to communicate with sensors.

2.2. Visible Light Communication

The growing demand for high data rates and the immense number of connected
appliances leads to the overloading of conventional radiofrequency technologies, saturating
the RF spectrum. This makes it necessary to resort to new communication technologies.
One of the technologies that has gained much popularity in recent years is VLC [13]. VLC
has emerged as an alternative solution, in which a light source is used simultaneously
for lighting and data transmission. The possibility of enabling simultaneous illumination
and communication has led VLC to become a novel alternative to RF. Compared to RF
links, VLC links feature a very large bandwidth that enables much faster transmission
rates. Specifically, VLC uses the visible light region of the electromagnetic spectrum, whose
wavelength ranges from 380 nm to 780 nm, equivalent to a frequency between 430 THz and
790 THz approximately [35]. Compared to other wireless technologies, VLC technology
presents better stability, higher speed, immunity to electromagnetic interference, a higher
level of security, the availability of unlicensed channels, and lower costs [36]. The superior
stability of VLC systems refers to the specific low degree of failure. As long as a VLC
communication system does not require a permanent Internet connection, it will continue
to operate (data transmission) at full capacity as long as the lighting infrastructure is
operational. Moreover, VLC can achieve data rates of over 10 Gbit/s and can be used in
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electromagnetically sensitive areas without electromagnetic interference. From the point
of view of the higher degree of security compared to WiFi technology, it must be taken
into account that a closed VLC communication system can only be penetrated from inside
the areas where it is implemented. Outside penetration, as can be encountered in the
case of systems based on the usage of TCP/IP communication protocols, is impossible.
Furthermore, even if an intruder succeeds in traversing the VLC perimeters, the penetration
of the optical communication channel is only possible by using specially developed VLC
devices for demodulating the VLC data packets. Hence, a high degree of reliability and
security in communication can be guaranteed [35]. Finally, VLC is license-free and it is
considered cheaper than other licensed technologies (for example, it is expected to be ten
times cheaper than WiFi [36]). This communication system can be based on low-cost LED
devices, taking advantage of their capability to switch between different light intensities
at high speed, so that it is imperceptible to the human eye [37]. In this way, they facilitate
high data transfer. Nowadays, LED illumination is the most broadly used light source [38],
providing a robust infrastructure for establishing fast VLC communications.

The beginnings of visible light communication date back to the 2000s in Japan, when
researchers at Keio University used white LED for illumination and communication [39].
Following this achievement, several studies have been published on the use of LEDs in
communication systems, and many initiatives have been observed to foster and standardize
VLC technology. One of these initiatives is the Visible Light Communication Association
(VLCA) (available at https://j-photonics.org/vlca/en/ (accessed on 10 June 2021), which is
the successor of Visible Light Communication Consortium (VLCC), a consortium including
the main Japanese companies that was established in 2003 for the standardization of VLC
technology. In addition, in 2011, the IEEE 802.15 working group for wireless personal
area networks published the first IEEE standard related to VLC (802.15.7-2011). The
details of this standard regarding data rates, modulation schemes, coding, and attenuation
mechanisms are discussed in [40].

However, regardless of the great advantages of VLC technology and the variety of
its applications, its dependence on a direct line of sight has hindered its use. In recent
years, hybrid RF/VLC systems have been proposed to benefit from the high capacity
of VLC links and the improved connectivity of RF links. Therewith, RF/VLC hybrid
systems are a pivotal element in optimizing capacity, interference, and overall network
power consumption. Numerous studies are investigating how RF and VLC systems can
complement each other, leveraging the advantages of each of the technologies to overcome
their limitations. One of the first studies to present this idea was proposed by Haijun
Zhang et al. [41], presenting an RF/VLC asymmetric combination in which VLC is used
for downlink and RF for uplink in a duplex system. A hybrid RF/VLC system was also
proposed by Jiaxuan Chen et al. [42] for a vehicular communication system. In addition,
the use of hybrid technologies for energy efficiency improvement represents an important
application. Justin Kong et al. [43] explored this idea to improve the energy efficiency of
a heterogeneous network of VLC and RF systems. The obtained results of the conducted
experiments confirm the improvement in the energy consumption of the proposed system.
Moreover, many studies have been conducted on VLC to improve its functionality [13,44].
However, the use of VLC for providing IoT services has not been extensively studied [14].

2.3. Semantic Technologies in Ambient Intelligence

The evolution and growth of ambient intelligence have boosted the number of con-
nected devices and services in our daily lives. The result is that an enormous amount of
data is produced. The great heterogeneity of the IoT in terms of devices, communication
protocols and technologies, and data formats makes semantic interoperability one of the
most critical challenges to resolve in these systems [22]. Therefore, it is necessary to es-
tablish a standard set of rules for exchanging information between independent systems.
These rules should include expected formats, schemas, and behavior. Semantic technologies
help to address this problem with a standard definition of concepts and relationships that
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replaces application-centric representation models and formats. These definitions establish
a mechanism for sharing knowledge, and are known as ontologies or vocabularies [45].
Ontologies help to exchange semantically annotated information between heterogeneous
applications, resulting in a significant enhancement in interoperability and scalability.

Each ontology typically represents a domain in detail, and they take some concepts
from others when necessary. Later, systems can use parts or modules of different ontologies
jointly to represent the full breadth of their knowledge. Semantic modeling has become a
ubiquitous approach to data semantization in healthcare and smart cities. One of the first
ontologies for IoT systems was Brick, proposed by Balaji et al. [46]. Brick is an ontology for
energy efficiency in smart buildings that uses tags to identify components and devices inside
buildings. Another relevant ontology for IoT systems is the Smart Appliance Reference
Ontology (SAREF) [47], intended to describe, at a high level, smart appliances along with
their services. The SAREF model includes concepts such as sensor, service, state, and
function, being generic enough to be used in different smart domains. However, it applies
most naturally to limited spaces such as homes or offices. Finally, the W3C Semantic Sensor
Network Incubator Group proposed the Semantic Sensor Network (SSN) ontology [48], one
of the most prominent ontologies within the IoT domain. SSN, published in 2012, enables
the representation of concepts such as sensor, actuator, and observation. A few years later,
in 2017, the SSN ontology was updated, giving rise to the Sensor, Observation, Sample, and
Actuator (SOSA) ontology [49].

The previously described ontologies allow the modeling of the devices, platforms,
and communication systems present in an intelligent environment, but do not cover the
modeling of the automation process. The Evented Web (EWE) ontology [50] was designed
with this purpose: to enable the modeling of the rule-based automation process in an
intelligent environment. It describes the most significant aspects of task automation services
in an illustrative way, and provides a standard model for its representation. The main
elements of the ontology have been defined and formalized on the basis of several identified
perspectives (configurability, privacy, communication, and integration). Moreover, EWE
is based on Web Ontology Language (OWL) 2 classes, and there are implementations of
EWE enabling inferences using a SPARQL Inferencing Notation (SPIN) Engine (TopBraid
(available at https://www.w3.org/2001/sw/wiki/TopBraid (accessed on 20 June 2021))
and Notation 3 (N3) Logic (Euler Yet another proof Engine (EYE)) (available at http://
eulersharp.sourceforge.net/ (accessed on 5 June 2021)).

With the rise of the Semantic Web, technologies for defining and managing ontolo-
gies have grown considerably. For example, numerous repositories have emerged for
storing data in a semantic format, such as Virtuoso, Apache Jena TDB, and GraphDB. In
addition, the formats, protocols, and conventions used to model and exchange seman-
tic information are standardized and well known (SPARQL Protocol and RDF Query
Language (SPARQL), Resource Description Framework (RDF), JSON-based Serialization
for Linked Data (JSON-LD)). However, no semantic model has been developed for an
automation platform based on VLC communication, to the best of our knowledge.

3. Scenario

To better understand the scope of the proposed system, we have defined the follow-
ing scenario. Consider a highly skilled Information Technology (IT) Small and Medium
Enterprise (SME) where company leaders want to improve the comfort and well-being of
their employees. Company leaders expect that an increase in their well-being would be
translated into better performance and productivity [51]. For this purpose, they want to
implement an intelligent automation platform in their offices that adapts the environment
to the workers’ needs. The employee’s expectations for a workplace include proper lighting,
a comfortable temperature, clean air, and reduced noise levels [4,52,53]. In order to address
these expectations, the company proposes the use of different sensors and actuators that
help to maintain these conditions at their optimum levels:
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1. A temperature sensor is used to detect whether the office temperature is outside of
the range configured as a reference for the employees’ comfort;

2. A motion sensor is used to detect whether there are or are not people in the office;
3. A dust sensor is used to measure the air quality and detect when this quality is below

the required value;
4. A luminosity sensor is used to continuously monitor the intensity of the light in order

to guarantee optimum light conditions;
5. A noise sensor is intended to detect whether the environment’s noise level is too high;
6. Intelligent LED lights enable the configuration of the intensity, color, and temperature;
7. An air purifier is able to filter the air to improve its quality;
8. A smart Heating, Ventilation, Air Conditioning (HVAC) system allows users to control

the air conditioning and heating in order to achieve the optimum temperature;
9. A voice assistant is intended to provide voice alerts to users when any of the conditions

is outside of the comfort ranges.

In order to not interfere with the existing RF systems in the office, the company
considers the use of VLC for communicating with the sensors. In this way, the company
can use the LED lights simultaneously for illumination and communication. Furthermore,
intending to guarantee the interoperability and scalability of the system, the company
proposes the use of semantic modeling for all the components involved in the intelligent
environment. This allows the company to ensure interoperability between all the elements
in the system and facilitate the integration of new components. An overview of the
proposed smart environment is given in Figure 1.

HVAC System LED Lights

Air PurifierAssistant

VLC TX

VLC RX

Figure 1. Smart office scenario.

Once the semantic task automation platform is implemented, the company can define
different automation rules that help to maintain the ambient conditions at the required
levels. Some examples of these rules are:

1. If the dust level is too high, increase the power of the air purifier. This rule helps to maintain
a good value for the air quality, increasing the power of the air purifier when the dust
level rises above a certain limit.

2. If the noise level is high, suggest silence by means of the voice assistant. The voice assistant
can be used for sending alerts to workers. In this rule, an alert is played by the voice
assistant if the noise level is too high.

3. If the temperature falls below 20 ◦C, adjust the temperature to 22 ◦C. Working at too low
or too high temperatures can significantly reduce employees’ well-being, so this rule
enables the automatic control of the ambient temperature to prevent too low values.

The platform allows the adaptation of the environment to the users’ needs. Therefore,
the company and workers can configure and customize their own automation rules to
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enhance the working conditions, comfort, and well-being. The following section describes
the approach followed for the semantic modeling of the platform.

4. Semantic Modeling

In order to apply a semantic layer to the VLC-enabled automation platform, a vocab-
ulary with the corresponding relationships between ontologies has been defined. This
vocabulary enables the semantic modeling of all entities in the smart office environment.
The defined vocabulary is based on two existing ontologies: SSN (and its core, SOSA) and
EWE. Figure 2 shows the classes of these ontologies that we have used for defining our
model, along with the relationships between them.

sosa:madeObservation

sosa:observes

sosa:Sensor

sosa:hasResult

sosa:observedProperty

sosa:Observation

sosa:Result

sosa:ObservableProperty

sosa:madeActuation
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ewe:hasParameterewe:Event ewe:hasParameter ewe:Actionewe:Parameter

Figure 2. Main classes of SOSA and EWE ontologies.

The SSN ontology is organized into several modules [54]. Its core module is the so-
called SOSA (Sensor, Observation, Sampling, Actuator), an independent and lightweight
module that defines the elementary classes and properties. SOSA can be used as a stan-
dalone ontology to broaden the target audience and application, as it provides a flexible
framework that enables the representation of all the entities involved in sensing and ac-
tuation, along with the relationships between them [49]. We can analyze SOSA from two
different perspectives: observation and actuation.

From the observation perspective, we find classes that provide a pattern and terminol-
ogy that can be used for sensing and measuring activities. The observation of a property is
considered an event, completed when the result is available. In particular, SOSA defines
the class Sensor, a physical device that performs an Observation about some ObservableProp-
erty. From the actuation perspective, we find classes that allow us to model the changes
and actuations. With this purpose, SOSA provides the class Actuator, which represents a
physical device performing an Actuation on some ActuatableProperty. ObservableProperty
and ActuableProperty are subclasses of ssn:Property, which represents a quality of an entity.
Finally, SOSA provides two models to attach the value of a property to observation or actu-
ation activities. First, the sosa:hasSimpleResult property is used to indicate a simple literal.
Second, the object property sosa:hasResult is used to link an individual to the observation.

The SSN ontology allows us to model the physical devices existing in the system. In
order to model the process of automation, we use the EWE ontology [50], a vocabulary
that allows us to model the most relevant aspects of task automation services. The core of
EWE is formed by four major classes: Channel, Event, Action, and Rule. The class Channel
represents entities (devices or services) that either generate events, provide actions, or both.
In the smart office context, sensors and actuators such as a motion sensor or an air purifier
are described as channels, and their observations or actuations as events and actions. The
class Event represents a particular occurrence of a process (such as an observation of a
property) and allows users to define under which conditions the corresponding actions
should be triggered. Event individuals are generated by a specific channel and usually
provide additional details that can be modeled as parameters, using the class Parameter.
These parameters can be used within rules to customize actions. The detection of motion
generated by the motion detector sensor is an example of an entity that belongs to the Event
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class. The class Action represents an operation (or actuation) provided by a channel that is
triggered under some conditions. Actions provide actuations on specific properties, and
can be configured to react according to the data collected from a certain event using the
class Parameter. Following the smart office context mentioned above, to switch on the air
purifier is an example of Action generated by the air purifier channel. Lastly, the class Rule
represents an Event, Condition, Action rule, i.e., an automation rule triggered by an event
that fires the execution of an action. An example of a rule is: “If a motion is detected, switch
on the air purifier”.

Based on these two ontologies, we propose a semantic model for the VLC-enabled
automation platform. A general overview of the model is given in Figure 3. In order to benefit
from the features of the SSN and EWE ontologies, the proposed model divides some of the
provided classes into subclasses. In this way, we define the classes vlctas:SensorChannel and
vlctas:ActuatorChannel, which are subclasses of ewe:Channel. In addition, vlctas:SensorChannel
is a subclass of sosa:Sensor and vlctas:ActuatorChannel is a subclass of sosa:Actuator. This
allows us to treat each channel as a sensor or an actuator depending on its nature. Moreover,
by means of the ewe:generatesEvent and ewe:providesAction properties, we can model the
events and actions of a channel. We consider that each sosa:Observation can be seen as an
ewe:Event, and each sosa:Actuation as a ewe:Action. Following this idea, we have defined the
class vlctas:ObservedEvent, which is a subclass of ewe:Event and sosa:Observation; meanwhile,
vlctas:TriggeredAction, is a subclass of ewe:Action and sosa:Actuation. Finally, the observations
and actuations have a result, which we can consider a ewe:Parameter. In this way, we have
defined the class vlctas:Parameter as a subclass of ewe:Parameter and sosa:Result.

ewe:Channel

ewe:Parameter

sosa:Sensor

sosa:Observation

sosa:Actuation

ewe:generatesEvent

vlc-tas:SensorChannel

ewe:providesAction

ewe:hasParameter

sosa:observedPropertyvlc-tas:ObservedEvent

ewe:hasParameter

vlc-tas:TriggeredAction

vlc-tas:Parameter

sosa:Result

ewe:Event

ewe:Action

sosa:ObservableProperty

sosa:ActuablePropertysosa:actsOnProperty

vlc-tas:ActuatorChannel

sosa:Actuator

Figure 3. Semantic model proposed.

In the considered scenario, each sensor or actuator can be modeled as a channel: tem-
perature sensor, air purifier, etc. In order to offer a better idea of how specific components
of the system have been modeled, we show an example written in Notation3 with the
modeling of one of the rules described in Section 3: “If the temperature falls below 20 ◦C,
increase the temperature to 22 ◦C”. The first step is to define the property to measure or
change (in this case, the temperature). Then, we can define the channels representing the
sensors and actuators, along with their events and actions. Finally, we could also define
some custom properties useful for defining the parameters of events and actions. Listing 1
shows these definitions.
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Listing 1. Semantic representation written in N3 of channels, events and actions related to tempera-
ture.

vlctas:Temperature a owl:Class ;
rdfs:label "Temperature"@en ;
rdfs:isDefinedBy vlctas: ;
rdfs:subClassOf sosa:ObservableProperty;
rdfs:subClassOf sosa:ActuableProperty.

vlctas:TemperatureSensor a vlctas:SensorChannel;
rdfs:label "Temperature sensor"@en;
sosa:observes vlctas:Temperature ;
ewe:generatesEvent vlctas:TemperatureMeasured .

vlctas:HVACSystem a vlctas:ActuatorChannel ;
sosa:forProperty vlctas:Temperature ;
ewe:providesAction vlctas:AdjustTemperature .

vlctas:TemperatureMeasured a vlctas:ObservedEvent ;
rdfs:label "Temperature Measured"@en;
sosa:observedProperty vlctas:Temperature.

vlctas:AdjustTemperature a vlctas:TriggeredAction ;
rdfs:label "Adjust Temperature"@en;
sosa:actsOnProperty vlctas:Temperature.

vlctas:hasTemperature rdfs:subPropertyOf ewe:hasParameter ;
rdfs:subPropertyOf sosa:hasSimpleResult ;
schema:domainIncludes vlctas:TemperatureMeasured ;
schema:domainIncludes vlctas:AdjustTemperature ;
schema:rangeIncludes xsd:double .

vlctas:hasTime rdfs:subPropertyOf ewe:hasParameter ;
rdfs:subPropertyOf sosa:resultTime ;
schema:domainIncludes vlctas:TemperatureMeasured ;
schema:rangeIncludes xsd:dateTime .

In this way, every observation or actuation of a device can be modeled semantically.
For example, Listing 2 shows the definition of two events representing the observation
of the temperature at two different times. The events have been modeled with grounded
parameters on the basis of the concepts defined in the listing given above.

Listing 2. Instances of the event of temperature measurement.

:tempmeasure1 rdf:type vlctas:TemperatureMeasured ;
ewe:generatedBy vlctas:TemperatureSensor ;
vlctas:hasTemperature "15.7"^^ xsd:double ;
vlctas:hasTime "2021 -09 -24 T06:56:12Z"^^ xsd:dateTime .

:tempmeasure2 rdf:type vlctas:TemperatureMeasured ;
ewe:generatedBy vlctas:TemperatureSensor ;
vlctas:hasTemperature "22.7"^^ xsd:double ;
vlctas:hasTime "2021 -09 -24 T12:51:52Z"^^ xsd:dateTime .

Finally, Listing 3 shows the definition of rule instances. This example represents a
rule that is triggered by the event of TemperatureMeasured when the observed temperature
is lower than 20 ◦C and fires the action of adjusting temperature to 22 ◦C (both defined in
Listing 1). Moreover, Notation3 supports rules and formulae, so we can express the rule
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using the formulae as shown in Listing 4. This allows us to use a semantic engine (or
reasoner) to infer the action from the event received.

Listing 3. Rule instance.

vlctas:RegulateTemperature a ewe:Rule ;
dcterms:title "Temperature Regulation Rule" ;
ewe:triggeredByEvent [
rdf:type vlctas:TemperatureMeasured ;
ewe:generatedBy vlctas:TemperatureSensor ;
vlctas:hasTemperature [
math:lessThan "20.0" ^^ xsd:double
]
] ;
ewe:firesAction [
rdf:type vlctas:AdjustTemperature ;
ewe:providedBy vlctas:HVACSystem ;
vlctas:hasTemperature "22.0" ^^ xsd:double
] .

Listing 4. Automation rule formulae.

{
?event rdf:type vlctas:TemperatureMeasured ;
ewe:generatedBy vlctas:TemperatureSensor ;
vlctas:hasTemperature [
math:lessThan "20.0"
] .
}
=>
{
?action rdf:type vlctas:AdjustTemperature ;
ewe:providedBy vlctas:HVACSystem ;
vlctas:hasTemperature "22.0" ^^ xsd:double.
}.

5. A Prototype of a Semantic Task Automation Platform with VLC

The proposed architecture has been designed on the basis of the reference architecture
for task automation services [50], which has been extended to enable VLC. The system is
composed of two main parts: a VLC system and a task automation server, as shown in
Figure 4. The former implements the visible light communication system and contains the
modules involved in the communication with the sensors. The automation system receives
the data coming from the sensors, applies semantic modeling to these data, and evaluates
the events along with the automation rules in order to trigger the respective actions. In
addition, it includes several functions for managing and configuring automation rules.
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Figure 4. General architecture of the proposed system.

5.1. VLC System

This module implements the communication based on visible light. The system uses
this kind of communication to receive data from sensors, so this module is responsible for
the collection of these data and their dispatch to the automation platform. The module
consists of two main parts: a transmitter and a receiver. The former obtains data from the
sensors and sends the information to the receiver through visible light. An overview of
the architecture of each part is given in Figure 5. As can be seen, both are based on the
Raspberry Pi 3 Model B+ minicomputer.

SPI

MCP-3008

Sensors

TSL235R

HC-SR501

LM393

LM35

5V

GP2Y10

3.3V Control module:
NPN transistor +

SSR

LED

(a) VLC transmitter.

3.3V

SPI

MCP-3008

Photodetection module

(b) VLC receiver.

Figure 5. Architecture of the VLC system.

The transmitter includes the processing unit, a control module, and an LED matrix. In
addition, it is connected to various sensors in order to measure different ambient conditions:
temperature, air quality, noise, luminosity, and motion:

1. The LM35 sensor is used to measure the environment’s ambient temperature;
2. The TSL235R sensor monitors the luminosity;
3. The PIR HC-SR501 is a motion sensor designed to monitor the ambient environment

and detect when there is someone in the workplace;
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4. The GP2Y1014AU0F sensor is used to monitor the air quality, measuring the dust
concentration within the air;

5. The LM393 module is intended to detect the environment’s noise level.

The output data of each sensor are transformed into a binary number. These binary
values collected for each measurement are concatenated to obtain a binary string. Using the
3.3 V logic, each 1 in the string corresponds to a HIGH signal, whereas 0 corresponds to a
LOW value. The 3.3 V interface is connected to a signal conditioning circuit with a Negative-
Positive-Negative (NPN) transistor and an electromechanical relay. In order to obtain data
from the sensor and convert them into a digital signal, the transmitter uses an MCP-3008
analog-to-digital converter. Even if some of the sensors are digital and would not require a
connection through the MCP-3008, it was preferred that all of them be connected to it. This
enables easier integration and processing of the data. Moreover, in order to facilitate the
integration of new sensors, the Serial Peripheral Interface (SPI) protocol is used between
the Raspberry Pi and the converter. The data packets are collected by the microcontroller,
and then are sent to the control circuit of the LED. In order to achieve the fast switching of
the LED, this circuit is formed by two transistors in the Darlington connection. Finally, the
data packets are modulated using the On-Off Keying (OOK) modulation and sent to the
receptor using the LED lights.

The receptor includes the processing unit and a photodiode. The photodiode detects
the optical signal emitted by LEDs and converts it into an electrical signal. Then, the
microcontroller converts the analog signal into a digital one, which is dispatched to the
automation platform. Finally, it is interesting to note that the photodiode can be calibrated
using ambient light, in order to determine the threshold value used to identify the logic
value of the received binary signal.

Regarding the placement of the transmitter and the receiver, the presence of a line-
of-sight link between them is essential to provide a suitable data rate performance. For
this reason, the employee behavioral patterns and building-specific electrical plans must
be taken into account during the implementation planning. In this way, the possibility of
unintentional blocking of optical transmission or reception sources is minimized. The pro-
posed system has been thoroughly evaluated in previous works, which include numerous
scenarios to test the system’s performance, both in indoor and outdoor conditions [55,56].

5.2. Automation Platform

The main goal of this module is to enable the adaptation of the environment depending
on the data received from the sensors. It is based on semantic Event, Condition, Action
automation rules and provides integration with several devices and services, such as an air
purifier or the HVAC system. Moreover, it allows users to configure custom automation
rules or import rules created by other users easily.

The platform receives data coming from the sensors through the VLC system. It
encodes these data using semantic technologies (as described in Section 4), and then the
received events are captured and dispatched to the rule engine, where they are evaluated
along with the stored automation rules. The rule engine module receives events from the
events manager and loads the automation rules stored in the repository. It consists of a
semantic engine reasoner [57] based on an ontology model. Once the event is received and
the available rules are loaded, the reasoner runs the ontology model inferences in order to
draw the corresponding actions depending on the incoming events and the automation
rules. The drawn actions are then sent to the action trigger, which connects with the
corresponding actuators channels that will perform the generated actions. This connection
with the channels is carried out using their own communication interfaces. Therefore, the
integration of such components and optical communication elements into the platform
actually results in a hybrid system.

In addition, the platform provides the repositories where rules are stored, as well
as functions for managing rules and channels. In order to enable the configuration and
management of automation rules, the platform provides a mobile client and a web client

81



Electronics 2022, 11, 326 13 of 19

where users can easily create, remove, or edit rules. The clients connect with the rule
editor module, which handles the corresponding changes in the repositories. The platform
includes two different repositories: the rule repository and the vocabularies repository. The
former is used to store information regarding rules, whereas the latter contains information
regarding channels. In the smart office context proposed, the rules are intended to regulate
the ambient conditions in order to maximize comfort and productivity. With this aim,
the rules enable the automation and regulation of temperature, air quality, noise, and
luminosity conditions.

The implementation of this architecture has been performed using Python, and the
semantic automation is based on N3 technology and the EYE reasoning engine (available at
http://n3.restdesc.org/) (accessed on 27 June 2021). This results in a lightweight program
that can be run also on devices with low resources. For the web and mobile clients, React
and Kotlin are used, respectively.

Finally, the system enables rule adaptation on the basis of channel description. Rule
adaptation is based on discovering whether the channels used by a specific rule are in-
tegrated into an intelligent environment. The system detects available channels of the
same class used by the rule and asks for a confirmation from the user to import the adapted
rule. In this way, rules can be adapted to different channel providers. The EWE ontology
enables this adaptation by means of the OWL2 (available at: https://www.w3.org/TR/
owl2-overview/) (accessed on 4 July 2021) punning mechanism for attaching properties to
channels [50]. Moreover, the notion of adapters [58,59] is used for supporting the semantic
integration of devices and services. These adapters interact with devices and Internet
services in order to provide a semantic output.

6. Evaluation

In order to evaluate the proposed semantic model, we defined a set of Competency
Questions (CQs) to check its selection capabilities. CQs represent the ontology requirements
and consist of a set of queries related to the data that the ontology must be able to answer
correctly [60]. A common user may complete these queries in order to retrieve information
about the rules and channels available, the events and actions of a particular type, or the
number of configurable parameters. The defined CQs are:

1. Which sensor channels are integrated into the automation platform? Task automation plat-
forms offer a list of available channels. Using the proposed model, it is also straight-
forward to filter these channels depending on whether they are sensors or actuators.

2. Which sensors can measure temperature? Often, users in a task automation platform need
to know which of the integrated sensors can measure a specific property, or which of
the actuators can change this property. The proposed model enables filtering between
all the provided channels by those able to measure or act on a certain property.

3. Which actions provide the HVAC system actuator? Knowing which events or actions are
available for a specific channel allows users in the task automation platform to have a
clear notion of the capabilities of each device.

4. Which parameters and which type accept the action “Adjust Temperature”? This query gives
insight into the configurable parameters of each event or action, which enables the
custom configuration of automation rules. Knowledge of the configurable parameters
allows users to benefit from all the possibilities offered by the system.

5. How many rules are triggered by a change in noise level? The proposed model allows
users to know the platform’s capabilities concerning a specific property. In this way,
they could extract information about the number of rules affecting the property and
obtain the particular devices involved in these rules.

6. How many rules trigger an action provided by the AirPurifier actuator channel? Occasionally,
users need insights into the use they are giving to each channel. This allows them to
analyze whether some sensor or actuator is not being used as it should.

These queries have been coded using SPARQL and run on the semantic repository.
Table 1 shows each executed query, along with the results retrieved from the repository.
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Table 1. Example CQs using the proposed model written in SPARQL.

CQ SPARQL Query Results

Which sensor channels are integrated
into the automation platform?

SELECT ?sensorLabel WHERE {
?sensor rdf:type vlctas:SensorChannel ;
rdfs:label ?sensorLabel.
}

Luminosity sensor, Motion sensor, Noise sensor,
Dust sensor, Temperature sensor

Which sensors can measure
temperature?

SELECT ?sensorLabel WHERE {
?sensor rdf:type vlctas:SensorChannel ;
sosa:observes vlctas:Temperature ;
rdfs:label ?sensorLabel.
}

Temperature sensor

Which actions provide the HVAC
system actuator?

SELECT ?action WHERE {
vlctas:HVACSystem ewe:providesAction ?action.
?action rdfs:label ?actionLabel.
}

Adjust Temperature, Turn On, Turn Off

Which parameters and which type
accept the action “Adjust
Temperature”?

SELECT ?param ?type WHERE {
?param rdfs:subPropertyOf ewe:hasParameter ;
schema:domainIncludes vlctas:AdjustTemperature ;
schema:rangeIncludes ?type.
}

Temperature (double)

How many rules are triggered by a
change in noise level?

SELECT (COUNT(?rule) as ?number)
WHERE { ?rule rdf:type ewe:Rule;
ewe:triggeredByEvent ?event .
?event ewe:generatedBy ?channel .
?channel ?observes vlctas:Noise .
}

4

How many rules trigger an action
provided by the AirPurifier actuator
channel?

SELECT (COUNT(?rule) as ?number)
WHERE {
?rule rdf:type ewe:Rule;
ewe:firesAction ?action .
?action ewe:providedBy vlctas:AirPurifier.
}

5

Compared with other automation systems, the semantic modeling of the automation
platform enables access to information about components that are not usually available.
Furthermore, it allows users to perform complex queries about these components and to
use external information available in the Linked Data cloud to complement the information
about them. Finally, information available in other Linked Data sources (such as DBPedia)
can be integrated into queries to the repository of the automation platform, enabling
the extension of the queries with data that are present in other systems. For example,
DBPedia contains further information about the sensors integrated in the platform. This
information can be obtained using the SPARQL Federated Query extension (available at:
https://www.w3.org/TR/sparql11-federated-query/) (accessed on 17 September 2021),
which enables the execution of queries distributed over different SPARQL endpoints.
Listing 5 shows the SPARQL query for obtaining the DBPedia comments of the actuators
existing in the platform.

Listing 5. SPARQL query for finding the DBPedia comments of the actuators of the platform.

SELECT ?sensor ?comment
WHERE {
?actuator rdf:type vlctas:ActuatorChannel ;
owl:sameAs ?dbpconcept .
SERVICE <http:// dbpedia.org/sparql/> {
?dbpconcept rdf:type dbo:Device;
rdfs:comment ?comment
}
FILTER (lang(? comment) = ’en ’)
}
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In this way, SPARQL can be used to express queries across diverse data sources,
allowing users in the platform to expand and complement their knowledge about the
existing components with the information present in other data sources.

7. Discussion

This paper proposes a semantic model for a task automation platform that enables the
adaptation of the environment in a smart office to the needs of the employees. The proposed
model guarantees the interoperability and the scalability of all the components of the system,
as well as the portability of automations. In addition, this paper contributes to the research
on the use of VLC communication technology for developing intelligent systems, and
proposes VLC as a communication system in the platform. The paper introduces a practical
use case scenario in order to better understand the scope of the paper and to illustrate the
progress made beyond the state of the art. Moreover, it presents an implementation of
a VLC-enabled task automation platform, describing the different components involved.
Finally, the semantic model proposed is evaluated with a set of meaningful queries.

The proposed platform architecture benefits from the advantages of semantic technolo-
gies and visible light communication to facilitate the continuous communication of all the
heterogeneous data generated. Users of the platform can configure their own automation
rules based on the ambient conditions to regulate these conditions and enhance comfort
and productivity. With this aim, several sensors and actuators have been included in the
proposed prototype for measuring and regulating different ambient conditions: air quality,
temperature, luminosity, and noise.

Compared with other automation or intelligent systems [61–63], the provided platform
presents some advantages. First, thanks to the semantic model, it enables a straightforward
and common representation of all the components in the smart environment, along with
their relationships. Apart from the enhancement in the interoperability and scalability of the
system, it also enables access to linked data related to the components. This offers the users the
possibility to access complementary information about the different elements of the platform.
Moreover, the use of visible light communication alleviates the load of the RF spectrum. This
prevents the electromagnetic interference of sensors with other devices of the environment,
which may deteriorate the data rate and the reliability of the communication. Furthermore,
the use of the existing LED lighting infrastructure simultaneously for illumination and data
communication may entail a reduction in operating costs and carbon footprint [5]. Given the
interoperability challenge that the integration of new communication technologies could entail,
the use of semantic technologies is particularly useful for the system. In this way, the data
exchanged between the sensors and the automation platform follow a model that facilitates
continuous communication among the different components, and the system can benefit from
the advantages of VLC without compromising its extensibility.

As future work, one possible line is the integration of methods for recognizing the personal
parameters of the user, such as emotions or activities. This may enhance the environmental
adaptation and may benefit from these technologies for regulating emotions. Moreover, the
proposed system could be applied to different scenarios apart from smart offices. The high
scalability offered by the developed system facilitates the extension of both the architecture
and the developed tools to give a more solid solution to a broader range of scenarios. Another
planned line of future work is the enhancement of the VLC system using a hybrid VLC–WiFi
approach for communication with the sensors, in order to improve its reliability and robustness.
In this way, WiFi could be used if the VLC link was interrupted, guaranteeing seamless reliable
coverage. Finally, the data generated by the platform could be used for applying machine
learning techniques. This would allow the system to learn from the users in order to be able to
improve the adaptation of the environment, or even the recommendation of automation rules
between users.
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LPWAN Low Power Wide Area Network
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N3 Notation 3
OOK On-Off Keying
OMEGA HOME Gigabit Access
RDF Resource Description Framework
RF Radio Frequency
SAREF Smart Appliance Reference Ontology
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SOSA Sensor, Observation, Sample, and Actuator
SPIN SPARQL Inferencing Notation
SSN Semantic Sensor Network
SPARQL SPARQL Protocol and RDF Query Language
SPI Serial Peripheral Interface
VLC Visible Light Communication
VLCA Visible Light Communication Association
VLCC Visible Light Communication Consortium
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A B S T R A C T   

Workplace stress has a significant impact on productivity, since keeping workers’ stress on an adequate level 
results a key factor for companies to increase their performance. While a high stress level may conduct to anxiety 
or absenteeism, a low level may also have undesirable consequences, such as lack of motivation. To identify and 
understand all the elements which interfere on workers’ stress results a key factor in order to improve workers’ 
performance. However, the complexity of human behavior increases the difficulty of recognizing the influence of 
these stressors and finding a way to regulate workers’ stress. This paper proposes the use of agent-based 
simulation techniques for addressing the challenge of analyzing workers’ behavior and stress regulation pol-
icies. The main contributions of the paper are: (i) the definition of a stress model that takes into account work 
and ambient conditions to calculate the stress and the productivity of workers; (ii) the implementation of this 
model in an agent-based simulation system, enabling the analysis of workplace stress and productivity for 
different stress regulation policies; (iii) the analysis of four different stress regulation policies; and (iv) the 
validation of the model with a sensitivity analysis and with its application to a living lab.   

1. Introduction 

Recent changes in working life have led to new challenges for or-
ganizations and employees, which may result in increasingly stressful 
working environments [1]. The economic and health costs of stressful 
work environments may be much greater than expected. The Fourth 
European Working Conditions Survey [2] stated that 22% of Europeans 
were suffering from stress and fatigue; and in a recent opinion poll, 51% 
of European workers considered that stress is common in their work-
places [3]. Also, it is estimated that work-related stress is the cause of 
about the 50% of all lost working days in European enterprises [4]. 
Similar results can be found for United States, where 40% of workers 
reported their job was very or extremely stressful and 29% of workers 
felt quite a bit or extremely stressed at work [5]. 

The huge impact of workplace stress on business has enhanced the 
interest and research on stress prevention. Work related stress can be 
prevented if the main provoking factors (or stressors) are identified. This 
could enable the design and implementation of regulation policies that 
decrease their adverse effects. 

However, evaluating the effectiveness of these policies in a real 
scenario is challenging, mainly due to two reasons: the complexity of 

human behavior, and the costs that entails the implementation of stress 
detection and regulation techniques in a real scenario. These challenges 
could be addressed with the use of agent-based simulation. Agent-based 
simulation techniques have an established place in the analysis of 
human behavior [6], as they provide an approach to evaluate a large 
number of behavioral dimensions or variables without the need of 
implementing expensive systems. The use of agent-based simulation is 
particularly useful when there are complex interactions between agents, 
heterogeneous populations, and complexes behaviors [7]. One of the 
open challenges in agent-based systems is the difficulty of designing 
reliable agent behavior models, due to the high number of variables 
involved in human behavior [8], which are often hard to quantify, 
calibrate, and even justify. Focusing on the modeling of workplace 
stress, there are some approaches [9,10] in the literature which propose 
a model based on the working conditions (workload or available time). 

This paper aims to advance the state of the art in human stress 
models, proposing a model that integrates not only working conditions, 
but also ambient. The model has been implemented in an agent-based 
simulation system, and evaluated by mean of a sensitivity analysis. In 
addition, a real experiment in a living lab has been carried out in order 
to validate the simulation results. The article also provides an open 
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source tool for studying and analyzing different stress regulation pol-
icies, measuring their effectiveness for regulating stress and improving 
workers’ productivity. This tool has been used for carrying out an 
analysis of four different stress regulation policies, whose results are also 
presented. 

The remainder of the article is structured as follows: Section 2 gives 
an overview of stress theories and current work on stress simulation 
models. Once existing models have been reviewed, the proposed sce-
nario taken into account for the simulations is presented in Section 3. 
The definition and implementation of the proposed model is described in 
Section 4, while the results obtained for the proposed scenario are 
described in Section 5. Finally, an evaluation by mean of a sensitivity 
analysis and an experiment in a living lab is presented in Section 6, and 
Section 7 describes the conclusions drawn from this paper, as well as 
possible lines of future work. 

2. Background 

In this section, an overview of the leading theories about stress 
modeling is given. Then, current research on agent-based stress simu-
lation is reviewed. 

2.1. Stress theories 

Stress is one of the most important emotions to analyze in the 
workplace context, as its adverse effects on an employee have a sub-
stantial impact on productivity loss [11]. Furthermore, the significant 
correlation between mental fatigue and impairment of physical perfor-
mance in humans has been proved [12]. 

There is not a universally recognized definition for stress, since this 
notion is used in different contexts. According to the work of Cox and 
Griffiths [1,13,14], there are three different approaches to the definition 
of work-related stress: engineering, physiological and psychological. In 
the engineering approach, the stress is seen as a stimulus of the envi-
ronment in the form of level of demand. Regarding the physiological, 
stress can be defined according to the changes that occur in a human 
under a stress state. Finally, from a psychological point of view, stress is 
defined as the dynamic process that occurs as an individual interacts 
with the environment. 

In the same way that there are numerous definitions of stress, there 
are also numerous stress theories [15]. The Person-Environment (P-E) fit 
theory [16], based on the works by Lewin [17] and Murray [18], has 
been the source of other approaches to stress and well-being. This theory 
argues that stress arises not from the person or environment separately, 
but rather by the fit or congruence between them. It defines stress as a 
lack of match between their abilities (knowledge and skills) and the 
demands placed on them. 

In 1982, Lazarus & Holroyd proposed the Transactional Model of 
Stress [19], that considers stress as a relationship between the person 
and the environment. This environment is appraised by the person as 
taxing, thus threatening well-being [20]. Lazarus & Holroyd distinguish 
two types of appraisal: primary and secondary. At the primary, a person 
acknowledges that there is something at stake; while at the secondary, 
individuals search for the benefit in a demanding encounter [21]. 

A different approach is the Job Demands-Control-Support model, 
proposed by Robert Karasek [22]. This model proposes an interaction 
where high demands and low control would predict high strain, but that 
high control would buffer the negative effect of demands on outcomes. 
The model has good predictive validity at the macro level, but it does not 
take into account individual differences in susceptibility to stressors. 
Consequently, it cannot explain the different behavioral or health out-
comes under the same levels of demand and control in two individuals 
[23]. 

Another popular view of stress at work is the Effort-Reward Imbal-
ance (ERI) model, proposed by Siegrist [24]. This model introduces 
some key features, as it emphasizes subjective perceptions of the 

environment. The central concept of the ERI model is that effort at work 
should be compensated by suitable rewards, and a mismatch between 
them will lead to stressful experiences. 

With regards to the impact of stress on work performance, psychol-
ogists Robert Yerkes and John Dodson proposed the Yerkes-Dodson 
Inverted-U law, which is an empirical relationship between stress and 
performance in an attempt to obtain optimal efficiency from an indi-
vidual [25]. Yerkes-Dodson Inverted-U law argues that individual per-
formance increases with stress until the moment a limit value is reached, 
and decreases if this limit is exceeded. This law is often depicted as a 
normally distributed curve on a graph as seen in Fig. 1. 

Fig. 1 shows how as the stress level increases, the individual per-
formance also increases. The individual goes from a state of boredom to 
a state of increasing attention, until the moment in which arrives to the 
optimal state. From this level, if the stress continues to increase, the 
individual will enter in a fatigue state and even can arrive to a level of 
strong anxiety. 

2.2. Agent-based simulation of stress 

Based on the above theories, different agent-based simulation sys-
tems have been designed in order to study stress and its impact on 
productivity on several scenarios. These systems take into account job- 
related sources [9,26]. Page and Ashlock [9] proposes a way to calcu-
late the stress factor as a relation between the work hours of an agent in a 
week (t), the maximum possible work a maximal stress agent will ach-
ieve (β) and the rate at which stress impacts an agent’s performance (α). 
This relation is shown in Eq. (1). Then, the stress factor is used to 
calculate the performance: 

S(t) = β + (1 − β)
1

1 + (αt)2 (1) 

Instead, the work carried out by Duggirala et al. [26] stems from the 
Silverman’s model [27]. This model, which has been particularly 
defined for modeling human behavior in agents, states that stress is 
composed of three components: effective fatigue, time pressure, and 
event stress, as shown in Eq. (2): 

Stress =
EF + ES + TP

3
(2) 

Based on this model, different agent-based simulation systems have 
been proposed for the analysis of different work-related policies. Har-
shal Hatatnagarkar et al. [28] analyze the implications of using a 
workload buffering strategy to manage work-related stress; Duggirala 
et al. [26] conclude that understanding the impact of stress can help 
managers to minimize the risk of crises while maintaining a team. All 
these solutions assume that all stress components contribute equally to 
stress. 

Silverman’s model integrates the classic Yerkes-Dodson Inverted-U 
model [25] of stimuli and performance with Janis and Mann’s taxonomy 
[29] of coping strategies under stress, in order to develop a rich model 
describing the integrated stress and performance relationship. As 

Fig. 1. The Yerkes-Dodson Inverted-U pressure performance curve [25].  
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commented in the previous section, the Inverted-U model shows how an 
optimal arousal level is required for effective performance: if arousal 
becomes too high, performance decreases. 

Our work proposes to advance in the state of the art of agent-based 
simulation models for work-related stress by including ambient condi-
tions, as well as other work conditions such as working overtime hours 
or the interruptions caused by electronic communication (email, 
messaging apps, etc.). 

3. Scenario 

To better understand the scope of the simulation system proposed, 
consider the following scenario. DOC is a highly skilled IT SME that 
detects that the stress level of the workers is too high, and this entails a 
decrease in their productivity and consequently in the company reve-
nue. The company wants to identify the causes of the increase in the 
workers’ stress level, and to evaluate several regulation policies. 
Implementing stress level detection techniques and regulation policies 
in the real scenario entails significant costs for the company, so they 
decide to address this challenge with agent-based simulation techniques. 

With the purpose of analyzing and measuring the effectiveness of 
different stress regulation policies, the human resources department 
designs four different policies:  

Baseline . It is used as the reference of the current method 
of operation in the office, and represents the sit-
uation to improve. There is not an adaptation nor 
log system to detect workers’ state or ambient 
parameters. There are several equipment avail-
able to adapt the system, such as TV, lights, and 
Heating, ventilation and air conditioning (HVAC) 
system. These equipment are manually 
controlled by the workers, so ambient conditions 
such as noise, temperature or humidity may not 
have optimum values.  

Ambient Adaptation . This strategy represents an environment where 
automation of ambient conditions control has 
been implemented. This guarantees that ambient 
conditions (such as temperature, humidity or 
noise) will always be near optimum values.  

Workload Adaptation . The environment represented by this policy is 
an office where workload related tasks have been 

automated. This allows workers to configure 
rules that automate some of their daily tasks, 
which turns out in a relevant time saving and an 
increase in productivity.  

Full Adaptation . This policy represents a whole automated office 
where there is an adaptation of both ambient and 
workload conditions. 

Workers in DOC follow a schedule with the arriving time to work, the 
leaving time, the overtime hour limit, the free time and the sleep time. In 
this way, the activity of workers is divided into four intervals: working, 
working overtime hours, free time, and sleep time. In the working in-
terval (from 9 a.m. to 5 p.m.), workers will work on the tasks that have 
been assigned to them and will perform electronic communication 
related tasks such as reading emails or messages applications. Some-
times they have finished all their tasks, and they can go home earlier. 
However, there are also days in which they do not complete these tasks 
before leaving time, so they have to work on them in the overtime in-
terval. This overtime interval may last until 2 h each day. Once they 
have finished their tasks or have worked for a maximum of 2 overtime 
hours, they go home and rest for the remainder of the day. 

Following the Inverted-U Theory [25], each worker can be in one of 
five states depending on the stress level: lame [0, 0.2), inattention [0.2, 
0.4), optimal [0.4, 0.6), fatigue [0.6, 0.8) and anxiety [0.8, 1], as can be 
seen in Fig. 2. 

A worker with high productivity or performance can carry out more 
tasks in a shorter period than an agent with a low level of performance. 
In that way, a worker with a no optimal level of stress may result in 
absenteeism, that refers to the unscheduled number leaves taken by a 
worker. 

4. Agent-based simulation system 

Once the scenario has been clarified, we proceed with the description 
of the simulation system design. In this section, an agent-based simu-
lation system is proposed for the analysis of stress regulation policies at 
the workplace. Details about the proposed model and its implementation 
are given in the following subsections. 

4.1. Model definition 

The developed stress model is based on the Silverman’s stress model 

Fig. 2. Stress states.  
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[27], which argues that stress consists of three main components: Event 
Stress (ES), Time Pressure (TP), and Effective Fatigue (EF). On the basis of 
this model, we have studied the influence of different ambient and work 
factors in order to extend it. The diagram shown in Fig. 3 represents an 
overview of the model design, showing the three components that 
compose stress along with the features that contribute to them. 

As can be seen in the figure, several factors that affect to effective 
fatigue have been included. These factors are resting, electronic 
communication, noise, temperature, music and overtime hours, and 
their contribution to effective fatigue will be described in the following. 
The stress level is calculated following the Silverman’s model from the 
effective fatigue, time pressure, and event stress. Finally, productivity is 
calculated from the stress level using the Inverted-U model. 

In this work we are considering a workplace scenario in order to 
measure workers’ stress and productivity levels. In this context, Event 
Stress can be attributed to the arrival of a high volume of work, Time 
Pressure to the relation between the time needed to complete the 
pending tasks in an agent’s task queue and the remaining work time, and 
Effective Fatigue to the accumulated tiredness that results of the execu-
tion of work-related tasks and the impact of external conditions. 
Following the assumptions made by related works [26,28], we assume 
that all stress components have the same weight in the calculation of the 
total stress: 

S =
ES + TP + EF

3
(3) 

Silverman’s stress model [27] states that all the elements that com-
pound stress can vary between 0 and 1.0, with 0 being over-confident 
and unstressed, 0.5 neutral, and 1.0 representing the state of 
maximum stress. 

Silverman proposes to calculate Event Stress as a relation between the 
number of tasks received in day and the mean number of tasks to which 
the worker is used to. This relation is shown in Eq. (4), where NT rep-
resents the Number of Task per day and MNT the Mean Number of Tasks 
per day: 

ES =
NT
2

MNT
(4) 

Therefore, if a worker whose average number of daily tasks is 20, one 
day receives 30, the contribution of ES will be 0.75. In the same way, if 
another day receives 10, the contribution will be 0.25. 

Time Pressure derives from the relation between the required time to 
perform a task accurately and the available real-time for the task. Sil-
verman represents this relation with Eq. (5), according to the work 
proposed by Hursh and McNally [30]. In this equation, Ti represents the 
ideal time required to perform a task and Ta represents the available 
time: 

TP =
Ti

(Ti + Ta)
(5) 

Hence, if an agent has pending tasks whose ideal performing time is 
30 min, and only makes 20 min available, the stress effect of TP will be 
0.6. 

Lastly, Effective Fatigue consists of the contributions of several pa-
rameters called Performance Moderator Functions (PMF), that may be 
positive or negative stressors. Negative stressors are those which in-
crease effective fatigue, and include ambient temperature and humidity, 
emails or messages received, sleep deprivation, noise, etc. Positive 
stressors, which decrease effective fatigue, may be relaxing music, 
video, rest time, etc. Specifically, in this work, the PMFs included will be 
overtime hours, temperature, humidity, noise, rest time, music and 
messages received. Silverman calculates EF as a normalized sum of all 
PMFs as shown in Eq. (6), where WPFMi represents the weight of the 
PMF, FTi represents the fatigue tolerance of the agent to the PMF 
(0 ≤ FTi ≤ 1), and N represents the number of PMFs: 

EF =
1
N

∑N

i=1

⎛

⎜
⎜
⎝

WPMFi

WPMFi + FTi

⏞̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅ ⏞
negative stressors

−
WPMFi

10⏟̅̅̅̅ ⏞⏞̅̅̅̅ ⏟
positive stressors

⎞

⎟
⎟
⎠ (6) 

In order to include the most relevant PMFs for the smart office 
context, the current literature about stress sources has been exhaustively 
analyzed. The drawn conclusions from this analysis are explained below. 

An increase or a decrease of ambient temperature can result in stress 
for the worker, causing a low-performance capacity. The impact of 
temperature and humidity on stress can be determined using wet-bulb 
globe temperature (WBGT) [31]. WBGT is a type of apparent tempera-
ture used to estimate the effect of temperature and humidity on humans, 
whose simplified form, proposed by the Australian Bureau of Meteo-
rology (ABM),1 can be calculated from ambient temperature (Ta) and 
water vapor pressure (Vp), as shown in Eq. (7): 

WBGT = 0.567⋅Ta + 0.393⋅Vp + 3.94 (7) 

ABM also proposes Vp to be calculated as a function of the temper-
ature and relative humidity (RH), as shown in Eq. (8). Relative humidity 
refers to the amount of the moisture in the air, compared to the potential 
saturation level. This equation is a 

Vp = 6.105⋅
RH
100

e
17.27⋅Ta
237.7+Ta (8) 

Studies have demonstrated that the optimal level for the temperature 
factor is around 24 ◦C with relative humidity of 40% [32], resulting in a 
WBGT of 22.23 ◦C. In addition, based on [33] it has been estimated that 
stress level increases between 4 and 9 percent per degree on days when 
WBGT is above 27 ◦C. If the WBGT level is quite high or low, it will 
perceived as a negative stressor and will increase effective fatigue. 
However, if the WBGT level is in the ideal limits, between 20 and 25 ◦C, 
it will be perceived as a positive stressor, decreasing effective fatigue. 
One way of coping with a demanding work situation is to work longer 
hours. However, the relationship between fatigue and the number of 
work hours has been widely documented in past research, demon-
strating that overtime and longer working hours result in higher levels of 

Fig. 3. Stress model.  

1 Australian Bureau of Meteorology: www.bom.gov.au. 
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fatigue, errors and lower productivity. Singh et al. [34] use a relation 
where fatigue level increases around 1% for each overtime working 
hour, so it will be considered a negative stressor. 

Rest breaks have been proposed as a mean of reducing discomfort, 
indicating that short breaks may be beneficial for worker productivity 
and well-being at work [35]. Consequently, rest time will be considered 
a positive stressor that acts as the opposite to work overtime hours. 
Numerous research studies have confirmed noise as a primary cause of a 
reduction in workers productivity, as it is regarded as a source of 
distraction, frustration, and stress. Besides, it can contribute to stress 
and illness which, in turn, may produce absenteeism and turnover of 
staff [36]. Studies show that ideal noise level at work must be between 
48 and 52 dBA, and a level greater than 65 dBA involves an important 
reduction of productivity [37], so high noise levels will be considered as 
a negative stressor. On the other side, listening to relaxing music before 
a stress task differently affects biological stress response domains, and 
helps to recover from a stressor more efficiently [38]. In this way, music 
will be considered a positive stressor. 

Other aspects that affect stress are time management [39] and the 
pressure of constants notifications [40]. In particular, mail processing 
has been detected as one of the most stressful aspects in the workplace, 
as it involves an interruption of the current work. People who daily 
receive a high number of emails perceive email as a great source of 
stress, experiencing lower job satisfaction [41] and reporting greater 
work overload. Kushlev et al. proved that people experienced reduced 
stress when the number of times they checked their email was limited 
[42]. Also, email reception affects workers productivity as it involves an 
interruption of the tasks in which they were working, taking an average 
of 23 minutes to get back to the task [43]. In addition, nowadays social 
media and messaging apps have become popular in the workplace, and 
they also result a way of interruption due to switching contexts. 

Interruptions that disrupt concentration in a task are often detrimental, 
and switching tasks has been associated with higher stress [51]. 
Following these studies, we model the reception of email or other 
messages as electronic communication. With the purpose of designing 
the model as reliable as possible, the contributions of the explained 
features to workers stress have been estimated following the explained 
researches, as shown in Table 1. 

The parameters defined in Table 1 influence stress, as they influence 
effective fatigue. Once the three components of stress are calculated, the 
stress can be determined. In addition to the calculation of the stress level 
of the worker, the rate at which this stress impacts worker’s productivity 
results very interesting, as productivity will usually be the feature to 
maximize in a company. The integration of the Yerkes-Dodson Inverted- 
U model of stimuli and performance enables the description of the 
relation between stress and performance. The Inverted-U model shows 
that in order to achieve the maximum performance it is necessary to 
have an optimal arousal level. If the arousal level overcomes that 
optimal level or if it is not high enough, performance will decrease. 
Following the Inverted-U model [25], the productivity of an agent can 
be calculated as a function of the stress, as shown in Eq. (9), where S 
represents the stress: 

P =
1

0.4⋅
̅̅̅̅̅̅̅
2⋅π

√ ⋅e− 1
2(

S− 0.5
0.2 )2

(9) 

Eq. (9) has been adjusted from the probability density function of a 
normal distribution 𝒩(0.5,0.04). The parameters of the normal distri-
bution have been chosen in order to have a function as similar as 
possible to the proposed by Yerkes-Dodson, limited between 0 and 1 (as 
the stress level). Productivity (P) will reach the maximum value of 1 
when the stress level is 0.5 and will decrease as the value of stress moves 
away from its optimal value. 

Table 1 
Performance moderator functions contribution to effective fatigue.  

Feature Contribution Description Source 

Temperature and 
humidity 

If WBGT ≤ 20 ◦C 
or WBGT ≥ 25 ◦C: 
WPMFt = 0.04 ⋅ | 
WBGT − 22| 

An increase in the difference between the current WBGT and the ideal WBGT (22 ◦C) will 
increase the effective fatigue 

Somanathan et al.  
[33] 

Overtime hours WPMFo = 0.021 ⋅ Oh Working overtime hours (Oh) will increase the effective fatigue Singh et al. [34] 
Rest time WPMFr = 0.016 ⋅ Rt Taking a break (Rt) will decrease effective fatigue Dababneh et al. [35] 
Noise If NL ≥ 65 dB: 

WPMFn = 0.03 ⋅ (NL − 65) 
If the noise level (NL) increases over a certain limit (65 dB), the effective fatigue will also 
increase 

Maxwell [37] 

Electronic 
communication 

WPMFe = 0.0029 ⋅ Er The effective fatigue will increase with the number of emails or messages received (Er) Kushlev et al. [42]  

Fig. 4. Agent-based simulation system architecture.  
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4.2. Model development 

Once the theoretical aspects of the model have been explained, this 
subsection describes the development of the simulation system where 
implementing the simulation model. The simulation system has been 
designed with the primary purpose of enabling the representation of a 
smart office in a reliable way. It has been implemented with Python 3.5 
using open source libraries. The core of the system has been developed 
using MESA [44], an open-source Python package that enables the 
creation of agent-based models using built-in core components or 
customized implementations. Furthermore, this framework enables the 
analysis of the results using Python’s data analysis tools. 

At a high level, the system consists of three main components: (1) a 
core that provides the simulation services; (2) a data storage component 
that manages the data generated by the simulation; and (3) a graphical 
user interface that allows the user to control the experiment execution 
(starting, pausing, stopping it); selecting parameters (work and ambient 
conditions, regulation policies, etc.); and executing strategies (number 
of workers, simulation duration, etc.). The core has been developed 
using MESA; which provides some base classes for agents, models, 
visualization and data collection. The user interface has been imple-
mented using Tkinter library.2 Finally, for the analysis and visualization 
of the data, Pandas and Matplotlib3 have been used. In this way, the 
developed system allows the user to easily configure several aspects 
about the simulation using the graphical user interface. Once the 
required parameters have been chosen, the system will create the model 
and the agents, and the simulation will be run. The system will provide 
real time data via the graphical interface while the simulation is 
running, and once it has finished, it will store all the data for its later 
analysis and visualization. 

The proposed system architecture is shown in Fig. 4. The architecture 
emphasizes on the modularization of the system and on the easy 
configuration of the different scenarios. The system structure depicted in 
Fig. 4 shows that the input-data is configurable from a separated mod-
ule, and the output-data is stored in a repository. This enables an easy 

configuration of the different scenarios and regulation policies; as well 
as the data to be extracted from the simulation. In the following, the 
different modules of the system are described in detail. 

The system makes use of two different classes for modeling the en-
tities of the simulation: objects and agents. Tasks, time, sensors and 
emails/messages are modeled as objects as they do not behave as 
autonomous entities; while workers are modeled as agents. 

Worker agent represents workers of the smart office environment 
that perform several actions such as carrying out tasks, reading messages 
or resting. In addition, these agents may suffer from stress when work or 
ambient conditions are not optimal, resulting in a decrease of their 
productivity. Fig. 5 shows a diagram with all the actions performed by 
this agent: at each step, the stress and productivity of the agent are 
calculated. Then, if it has remaining unread emails or messages, under a 
certain probability defined in the configuration it reads them during that 
step. Otherwise, in that step the agent works in tasks or rests depending 
on the hour and on the pending tasks associated to it. 

Besides this agent, four objects have been developed for modeling 
tasks, messages, sensors, and time. These objects represent entities with 
properties that are relevant for the simulation, and their main properties 
are listed in Table 2.  

• Task object. It models the assignments that each worker has to 
complete, and each one is assigned to a certain worker at a certain 
time. In addition, they have the estimated and the remaining time 
required to finish them. Each task has an assignment hour, and they 
are assigned to each worker along all day. All tasks have an estimated 
duration of 25 min, and the number of them that are commissioned 
to an agent in one day varies depending on the workload scenario. 

Fig. 5. Worker simulation step flowchart.  

Table 2 
Objects properties.  

Object Properties 

Task Estimated time, remaining time, start time, assigned worker 
Email Reading time, remaining time, reception time, assigned worker 
Sensor Temperature, humidity, noise level 
Time Date, hour, is new day, is new hour, interval  

2 https://docs.python.org/3/library/tkinter.html.  
3 https://matplotlib.org. 
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• Email object. This object represents the reception of emails or other 
communication messages. Emails are very similar to tasks, they have 
the reception time and the estimated reading time for each one. The 
estimation of the number of emails read in a day is based on the work 
done by Kushlev and Dunn [42]. This work proposes that the number 
of emails read in a day follows a normal distribution with parameters 
𝒩(12.54,8.02). The email and message reception is distributed along 
the day for each worker. The time dedicated to an email by the agent 
(in minutes) is calculated in function of the time in reading the email 
(about 25 s), the time in answering the email and the time in getting 
back to the task; resulting in a normal distribution with parameters 
𝒩(3,0.5).  

• Sensor object. Each sensor is responsible for measuring certain 
ambient conditions (e.g. temperature, humidity, noise), that are 
relevant to stress estimation. In order to provide the simulation with 
a greater reliability, the values for these variables are obtained from 
real values by mean of the open weather API4 and the noise dataset 
generated by The National Institute for Occupational Safety and 
Health (NIOSH).5 This dataset provides several noise levels in 
different office contexts. 

Fig. 6. Model simulation step flowchart.  

Fig. 7. Average stress level of workers for the different regulation policies.  

4 Weather API: https://www.apixu.com.  
5 Noise dataset: https://www.cdc.gov/niosh/data/datasets/rd-1005-2014-0/ 

default.html. 
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• Time object. It provides the simulation with a measuring of the time, 
converting the simulation steps to time. It has as properties the date 
and the hour, and methods for defining when a new day or a new 
hour starts. Finally, also enables the identification of the current 
interval of the simulation according to the time (working time, 
overtime or resting). 

Once described the agent and objects, we proceed to describe the 
core of the simulation system: the agent-based simulation model. This 
module is responsible for managing and coordinating the simulation. It 
creates and control objects and worker agents, and manages all the 
changes on them. This module gets the simulation settings specified in 
the configuration (input-data), collects data during the simulation, and 
store these data at the repositories (output-data). The input-data include 
the work conditions (required time for each task, tasks arrival distri-
bution, emails and messages reception distribution and the time spent in 
reading them, etc.); regulation policies; ambient conditions (tempera-
ture, humidity, and noise) and general parameters related to the simu-
lation (number of workers, the equivalence in seconds of each step). 

Fig. 6 describes the process performed by the model at each step 
during the simulation. At each step, the model checks if a new day has 
started. In this case, the model schedules the tasks and email reception 
distribution for each worker for that day. This defines the reception hour 
of each task and email. Then, it assigns the initial tasks to each worker. 

Every hour, the model assigns tasks and emails to each worker ac-
cording to the values defined in the scenario; measures the different 
global parameters (average stress, remaining tasks, etc.) and collects the 
data. This sequence will be repeated until the simulation is finished. At 
this moment, the model retrieves the generated data and stores it. The 
collected data are: stress level (with its three components), ambient data 
(temperature, humidity and noise), productivity, remaining and finished 
tasks, read and pending emails, and overtime hours worked. 

5. Simulation results 

In this section, the results of the simulations run for verifying the 
effectiveness of the different regulation policies described in Section 3 
are presented. 

The first metric to analyze is the stress level for each regulation 
policy. The team average level of stress along the two months of 

simulation is plot in Fig. 7. As shown in this figure, the workload 
automation policy has better results than the ambient automation. 
While for the baseline policy the average stress of workers considerably 
increases during weekdays, reaching values near to 0.8; the full auto-
mation policy achieves to stabilize the stress level of workers near to the 
optimum value. It is also interesting to appreciate how the ambient 
adaptation results effective for preventing peaks in the stress level, 
caused by peaks in the ambient conditions. 

Analyzing the average values of the stress components for all workers 
during all the simulation, shown in Fig. 8, the effect of each policy can be 
appreciated. The figure depicts that while event stress remains stable for 
all policies, effective fatigue and time pressure are significantly 
decreased with the regulation policies. 

These figures show that from the point of view of reducing stress, the 
implementation of an automation platform in the office is worth. The 
automation of both ambient and workload conditions controlling is the 
best policy to follow. However, seen that the workload automation has a 
significantly bigger impact that the ambient automation, the company 
could consider to implement only the former, depending on its budget. 
Moreover, the simulation also gives some relevant extracted parameters 
related to productivity, that are shown in Table 3. 

The table shows different metrics obtained from the simulation for 

Fig. 8. Average stress components levels for each policy.  

Table 3 
Comparison between policies for productivity related parameters.   

Baseline Ambient 
automation 

Workload 
automation 

Full 
automation 

Average 
productivity 
(last day) 

0.780469 0.793563 0.981176 0.986847 

Average 
productivity 
(all days) 

0.841826 0.870541 0.977049 0.986653 

Average stress 
(last day) 

0.753546 0.705455 0.529207 0.510618 

Average stress 
(all days) 

0.691424 0.662709 0.563505 0.534662 

Average 
overtime hours 

33.925708 33.175153 26.535347 25.945861 

Average pending 
tasks 

16.806667 15.369167 5.323333 4.810833  
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the different regulation policies, as the average productivity and stress; 
the average number of unread emails or messages; and the average 
overtime hours worked; and average number of pending tasks for each 
worker. As shown, these parameters significantly improve with the 
application of regulation policies. 

6. Validation 

This section describes the conducted experiments that have been 
carried out with the purpose of validating the proposed model. The 
system has been validated using two different methods: a sensibility 
analysis and a real experiment in a living lab. The sensibility analysis has 
been done with the purpose of identifying the relationship between the 
involved variables and their effects on the problem; while the real 
experiment allows us to determine the reliability of the proposed model. 

6.1. Sensibility analysis 

The model has been evaluated using two different sensitivity analysis 
methods: local analysis approach and global analysis. The former studies 
small input perturbations on the model output, while the later the whole 
variation range of the inputs [45]. In order to analyze the influence of 
the different inputs of the system, several scenarios have been defined:  

Ambient conditions : three different scenarios have been proposed 
(low, medium and high temperatures) obtaining 
temperature and humidity data from an open 
weather API for different months.  

Automation : four scenarios have been defined, representing the 
four stress regulation policies previously described 
in Section 3.  

Workload scenario : three different scenarios have been proposed, 
with different workload values (low, medium and 
high). 

To bring about the One-at-Time (or local analysis) method, 100 
simulations have been launched considering the different scenarios (10 
for each proposed scenario). Fig. 9 shows the results of the local analysis 
for the average stress level. 

As can be appreciated, all scenarios significantly influence stress 
levels. Changes in the ambient conditions have an impact of between 3% 
and 5% on average stress level. With regards to the automation sce-
narios, Fig. 9 shows that while ambient automation only decreases stress 
between 2% and 4%, workload automation decreases it around a 12%, 
and the combination of both policies achieves an improvement of near a 
15%. 

The global analysis has been carried out using Morris method [46], 
with the SALib library for Python [47]. This method enables the clas-
sification of the inputs in three groups: with negligible effects, with large 

linear effects without interactions and with large non-linear and/or 
interaction effects [48]. A total of 200 trajectories were built for the 
model, with the different scenarios described above. The Morris indices 
are detailed in Table 4. These indices show the influence of the different 
scenarios on stress level, and state that workload conditions are the 
variable that has a greater impact on it. Fig. 10 plots these results on a 
graph, enabling their visual analysis. 

The results of the Morris analysis show that the highest μ* value is for 
the workload scenario, confirming that it is the most influencer input 
parameter for the stress. These results also show the importance of the 
automation scenario, with a μ* value of 0.11. In the Fig. 10 we can also 
analyze the ratio σ/μ*, that enables the characterization of the input 
parameters in terms of linearity and monotonicity. Both ambient and 
workload are non-linear and non-monotonic, while automation is non- 
linear but monotonic. 

The presented methods attempt to validate that the influence that the 
different input variables have on the output is reasonable with the ex-
pected from the model design. 

6.2. Experiment 

As already stated, the main contribution of this work is the design of 
a stress model that takes into account ambient and workload conditions, 
and its implementation in an agent-based simulation system that enables 
the analysis of different stress regulation policies. For the analysis of 
these policies, three hypotheses have been raised:  

• H1: The use of adaptation techniques helps to regulate stress level of 
workers who are under stressful conditions.  

• H2: The proposed model is reliable and adequate.  
• H3: The use of stress regulation policies improves workers 

productivity. 

In order to evaluate the proposed system with respect to these hy-
potheses, an experiment with real users has been performed. For this 
experiment, a prototype of the proposed system has been deployed, 
which includes the following components. The stress of the participants 
is detected from biometrical signals (by mean of the Empatica E4 
wristband) and a survey. Some actuators implement both hearing and 
visual signals using a variety of devices. Detailed information on ma-
terials is given in Section 6.2.2. This section covers the design, results, 

Fig. 9. Local analysis applied to the stress level.  

Table 4 
Morris indices for the stress level.  

Parameter μ μ* σ 

Ambient conditions 0.0161784 0.0449908 0.0332322 
Workload scenario − 0.0788225 0.167113 0.158649 
Automation scenario − 0.112608 0.112608 0.0150309  
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and conclusions drawn from the experiment, focusing on its scope. 

6.2.1. Participants 
The experiment included 20 participants. Their ages ranged from 18 

to 28 years, all of them university students with a technical background, 
of both genders. Since the proposed system is primarily oriented to 
technical work positions, this selection is oriented to validate the system 
with participants that are currently working in technical environments 
or will do in the future. With this purpose, the selected participants were 
fellows in our research group or other research groups in the university. 
In this way, we tried to simulate the office conditions in order to make 
the scenario of the experiment as similar as possible to a real scenario. 
Participants were informed that they were performing an experiment, 
and provided with detailed information about the data collected in the 
experiment. However, they were not aware of the purpose of the study in 
order to exclude the influence of knowledge on the results. The ethical 
approval for the experiment was obtained by the Ethics Committee of 
the Technical University of Madrid. 

6.2.2. Materials 
The material used for this experiment is varied, as the proposed 

system needs several devices to properly function:  

6 Empatica E4 wristband.6 The E4 wristband is a wearable research 
device that offers real-time physiological data acquisition and 
software for in-depth analysis and visualization.  

7 Room lighting (WS2812B LED strip controlled by WeMos 
ESP8266 board) that is used as an actuator on the light level of 
the room, with the possibility of using several lighting patterns. 

8 Google Chromecast [49] that transmits content in a local com-
puter network.  

9 LG TV 49UJ651V. This device is used for displaying images and 
videos.  

10 Google Home. The system uses this device for simulating office 
noise. 

Participants accessed a Jupyter notebook using a computer with the 
Firefox browser.7 

6.2.3. Procedure 
During the experiment, the participants have to complete a total of 

six tasks, which consist of programming problems obtained from Project 
Euler.8 These tasks have an average duration of 5 min each one, so 
participants should be able to resolve all of them in 30 min. After the 30 
minutes, participants could work on the tasks for other 7 min, in order to 
simulate overtime hours. 

Two tasks are assigned to the participant at the beginning of the 
experiment, while the others are assigned at a certain hour, simulating 
the task arrival in a real workplace. When a participant finishes a task, 
he/she gives the response to the evaluator, who checks if the answer is 
correct and records the time that the participant has spent on the task. If 
the answer to the task is incorrect, it is given back to the participant. An 
example of a task is: “If we list all the natural numbers below 10 that are 
multiples of 3 or 5, we get 3, 5, 6 and 9. The sum of these multiples is 23. Find 
the sum of all the multiples of 3 or 5 below 1000”. 

In addition, participants have to perform short but urgent tasks 
which consist of short questions that must be searched on the Internet, 
with an estimated duration of 1 minute. These short tasks simulate in-
terruptions such as distractions or email reception. An example of a 
short task is: “Which was the release date of the first version of Python?”. 

Also, a questionnaire is given to each participant in three times: at 
the beginning of the experiment, after 15 minutes and after 30 minutes. 
This questionnaire is intended to obtain the perceived stress level of each 
participant, and the raised questions are summarized in Table 5. The 
questions were designed following a 10-point scale. Different options 
were studied for the choice selection and, after analyzing the different 
options, we opted for a 10-point scale. Some of the benefits that we 
found in the use of a 10-point scale were better variance and better 
opportunity to detect changes [52]. In addition, the participants in the 

Fig. 10. Morris analysis applied to the stress level.  

Table 5 
Questions raised to the participants.  

No. Question formulation 

Q1 From 0 to 10, what is your current stress level? 
Q2 From 0 to 10, how stressful the number of pending tasks is? 
Q3 From 0 to 10, how stressful is the remaining time available for finishing all 

tasks? 
Q4 From 0 to 10, how stressful are current ambient and personal conditions?  

6 https://www.empatica.com/research/e4.  
7 https://www.mozilla.org/en-US/firefox/desktop/. 8 https://projecteuler.net/. 
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experiment are used to a 10-point scale, as it is the scale used for the 
grades in Spain schools and universities). 

At the beginning of the experiment, the Empatica E4 wristband is 
given to each participant, in order to capture biometric data while they 
perform the tasks. This biometric data is used for analyzing the stress 
level of each participant. 

The experiment finishes when the participant has completed all the 
tasks or when the 37 min (regular time of 30 min plus overtime) have 
finished. 

6.2.4. Design 
The experiment was a within-subject design. As previously stated, 

the controlling factor is the use of the adaptation techniques, which has 
two levels, activated and not activated. The automation use factor is 
counterbalanced using a Latin square so that the participants are divided 
into two groups: the control group and the treatment group. Participants 
in the control group performed the experiment without any kind of 
adaptation or automation; while participants in the treatment group 
performed the experiment with the adaptation system enabled. Both 
groups were formed by the same number of participants. 

The workplace scenario consists of a small office, where participants 
have a computer with an opened Jupyter notebook o in the Firefox 
browser, where they must resolve the programming problems. In order 
to simulate office noise, an audio containing 2 hours of office noise9 is 
played in the Google Home device. When the adaptation is activated, a 
relaxing video10 is cast to the smart tv and the room lighting changes 
using lighting patterns with colored lights that slowly vary in intensity 
and color. 

6.2.5. Results and discussion 
In order to tackle the hypothesis, both biometric data and ques-

tionnaire results have been analyzed. The Empatica device provides BVP 
data extracted from a PPG (Photoplethysmography), the average heart 
rate (extracted from the BVP signal), and the time between individual 
heart-beats (IBI data, also extracted from the BVP data). Two features for 
detecting stress level can be obtained from these data: SDNN (standard 
deviation of heart rate intervals) and pNN50 (ratio of pairs of successive 
heart rate intervals that differ by 50 ms or less). On the other side, the 
questionnaire results provide the perceived stress of participants of the 
experiment during the performing of the tasks. 

The results from the questionnaire show that the stress level in the 
adaptation part is lower than with no adaptation, as shown in Fig. 11. 
These results support H1, concluding that users feel more inclined to use 
the adaptation system rather than performing the task without adapta-
tion. The analysis of the results of this question reveals that users feel 
more comfortable with the environment adaptation for the completion 
of the task. 

With regards to the biometric analysis, SDNN and pNN50 results can 
be seen in Fig. 12. The following table, proposed by Madhuri et al. [50], 
can be helpful for analyzing the results of SDNN. As shown in Table 6, a 
bigger SDNN means a lower stress level, while a lower SDNN means a 
higher stress level. Our results shown in Fig. 12 show that in the three 
periods the SDNN has a greater value for the adaptation scenario. In the 
case of pRR50, we can see how its value significantly increases during 
the middle period for the no adaptation scenario, indicating an increase 
in stress level. 

Finally, we present some quantitative data related to the experiment. 
The average number of tasks finished by the participants is 3.74 for the 
adaptation scenario, and 2.87 without adaptation; the average time 
dedicated to each task is of 9.8 min for the adaptation scenario and 12.8 
for the no adaptation scenario; and the minimum time required to finish 
a task was of 4 min for the adaptation scenario and 6 for the no 

Fig. 11. Questionnaire results.  

9 Office noise: https://www.youtube.com/watch?v=D7ZZp8XuUTE.  
10 Relaxing video: https://www.youtube.com/watch?v=4inYSp-RWtU. 
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adaptation scenario. 
These results support H1 in the same way that the questionnaire; and 

also H2, indicating that users’ productivity is improved with the use of 
stress regulation policies. In addition, these results are adequate with the 
expected from the simulation results, confirming that the use of agent- 
based simulation can help to identify stress causes, design stress regu-
lation policies, and thus, to prevent stress. 

7. Conclusions 

In this work, an agent-based simulation system to analyze stress 
regulation policies at the workplace has been developed. This system 
implements a stress model also proposed in this paper, that takes into 
account both workload and ambient conditions for determining stress 
and productivity levels of workers. The proposed system enables the 
simulation of a smart office in order to analyze the evolution of workers’ 
stress and productivity over time; and allows users to configure custom 
adaptation policies in an easy way. 

In addition, this paper also shows the result for the analysis of four 
different stress regulation policies, measuring the influence of different 
adaptation levels on stress and productivity. These results show that 
ambient conditions adaptation does not result particularly effective for 
regulating stress at the workplace by itself, but combined with workload 
adaptation, it achieves a decrease of a 10% in workers’ stress. The 
sensibility analysis performed to the model confirms this result, showing 
that between all the variables, the workload condition is the one that 
affects in a more significant way to stress and productivity. Finally, the 
results of the experiment in a living lab validates these results. The an-
swers to the self-reported questionnaires demonstrate the positive effect 
of the adaptation for regulating stress, and also the results obtained from 
the analysis of the biometric data show that stress levels are lower when 
there is adaptation. 

We are currently exploring some lines of future work that stem from 
this work. Firstly, we aim at integrating different personalities for the 
agents that represent the workers, with different ways of coping with the 
workload and ambient conditions. Also different ways of coping with 
tasks or messages reception depending on the agents’ mood could be 
studied. Secondly, another possible line of future work that we are 
currently investigating is the integration of room offices and locations in 

the model, in order to analyze the stress contagion between workers who 
work together. Finally, the third line of future work is to improve the 
validation method with more experiments, increasing the number of 
participants, and also including a pairwise comparison method in order 
to improve the accuracy. These advances would give more reliability to 
the model. 
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from the Universidad Politécnica de Madrid (UPM), Spain, in 
1993 and 1998, respectively. He is currently an Associate 
Professor with the Telecommunications Engineering School, 
UPM. He has been leading the Intelligent Systems Group, UPM, 
since 2014. He has been the Principal Investigator on numerous 
research grants and contracts in the field of advanced social 
and the IoT systems, funded by the regional, national, and 
European bodies. His main research interests include social 
computing, multiagent systems, information retrieval, senti-
ment and emotion analysis, linked data, and web engineering. 
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Abstract: E-learning has become a critical factor in the academic environment due to the endless
number of possibilities that it opens for the learning context. However, these platforms often suppose
to increase the difficulties for the communication between teachers and students. Without having real
contact between teachers and students, the former finds it harder to adapt their methods and content
to their students, while the students also find complications for maintaining their focus. This paper
aims to address this challenge with the use of emotion and engagement recognition techniques.
We propose an emotion-aware e-learning platform architecture that recognizes students’ emotions
and attention in order to improve their academic performance. The system integrates a semantic
task automation system that allows users to easily create and configure their own automation rules
to adapt the study environment. The main contributions of this paper are: (1) the design of an
emotion-aware learning analytics architecture; (2) the integration of this architecture in a semantic
task automation platform; and (3) the validation of the use of emotion recognition in the e-learning
platform using partial least squares structural equation modeling (PLS-SEM) methodology.
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1. Introduction

Nowadays, e-learning [1] is a key factor in the learning context, due to the great number of
advantages and possibilities that it entails in different academic environments (i.e., distance learning,
self-directed learning, or face-to-face learning) [2]. For this reason, it has inspired the research and
development efforts of numerous companies and universities that seek to improve different learning
methods to obtain a better academic performance [3]. However, these platforms also entail specific
challenges [4]. One of these challenges is that maintaining the focus and motivation becomes difficult
for certain students [5]. In addition, these platforms also introduce a handicap in the communication
between teacher and students [6]. In this kind of learning, teachers find it hard to know the students
and to check whether the methods and contents are appropriate for them.

This is particularly important in recent years, where the analysis of the role that emotions play in
academic environments is gaining momentum [7]. In this context, two technologies play a key role:
emotion-aware systems [8] and learning analytics [9] techniques. Emotion-aware systems, based on
cognitive computing [10], are capable of detecting human emotions through techniques such as image
recognition or speech analysis. By using these systems, human emotions can be detected on a larger
scale, with better results, and reducing human–machine interactions. Learning analytics systems are
fed with data from the learning environment to conduct a comprehensive analysis using machine
learning [11] techniques and algorithms. Moreover, these systems can be improved thanks to a
better understanding of the relevance and relationship between the different factors that appear in
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the learning process. However, interoperability between different platforms and components has
become a key issue in these systems [12]. The vast amount of generated data requires highly agile
data models to make better decisions or any other actionable results. These models enable monitoring,
processing, optimizing, and analyzing data to gain insights [13]. Semantic technologies propose a
suitable approach for interoperability by sharing common vocabularies, enabling the interoperable
representation of inferred data.

In order to address the above challenges and advance in the state of the art e-learning platforms,
we propose an emotion-aware system with learning analytics capabilities integrated into a semantic
task automation platform. The main goal is to improve the learning process by including emotion
and attention recognition techniques [14]. The proposed system recognizes students’ emotions and
engagement, allowing educators to take into account this information for adapting their content
and methodologies. Furthermore, taking advance of the growing emergence of intelligent devices,
the platform also integrates ambient intelligence technologies for adapting the environment to the
students’ mood [15]. This is accomplished by means of the integration of an emotion-aware task
automation platform called EWETasker, developed in a previous work [16]. This platform offers an
easy way to integrate smart devices and services in an environment and use them for automating
daily tasks. In this way, the design and development of an emotion aware architecture for e-learning
platforms is the main contribution of this paper. In addition, a semantic task automation platform
has been integrated into our system in order to provide it with mood and engagement regulation by
the use of ambient intelligence techniques. Finally, the usefulness of an e-learning platform that takes
into account students’ emotions and attention has been validated using partial least squares structural
equation modeling (PLS-SEM) methodology [17].

The rest of this paper is organized as follows. In the first place, an overview of the related work
in emotion aware e-learning systems and learning analytics is given in Section 2. Then, Section 3
describes the reference architecture of the proposed emotional aware e-learning system, describing the
main components and modules as well as their implementation. Section 4 describes the case studies
defined for the proposed architecture. Validation of the use of an emotion-aware e-learning system for
improving academic performance is described in Section 5. Finally, the conclusions drawn from this
work, along with possible future work lines, are described in Section 6.

2. Background

This section describes the background and related work for the system proposed in this paper.
First, Section 2.1 describes the motivation and objectives in the study of emotions related to the
learning process. Then, an overview of the most used emotion recognition tools is given in Section 2.2.
Section 2.3 presents the related works in emotion aware e-learning platforms. Finally, Section 2.4 gives
an overview of the state-of-the-art regarding learning analytics.

2.1. Emotion Theories Applied to Education

Over the last years, emotions in the learning process have become an important field of study
by psychologists. The influence that emotions have on the way people act [18] is known. In the
academic context, the connection between emotions and encouragement has been proved [19].
Understanding and managing emotions result in a key factor in improving academic results due
to the close relationship between attention and performance [20]. The individual characteristics of
each student produce differences in cognition, motivation, and learning styles [21], and consequently
on their learning outcomes [22].

Pekrun et al. [23] proposed a model on how emotions influence students’ learning and
achievement. This model studies the effect of mood on performance and how cognitive and
motivational mechanisms may mediate it. They state that the influence of emotions can be mediated
by several mechanisms with cumulative or contradictory effects, in order to predict overall effects
on performance supposes a challenge. The study of Ranellucci et al. [24] provided empirical support

105



Electronics 2020, 9, 1194 3 of 24

for this model, evaluating the relations between achievement goals, emotions, learning strategies,
and performance; and showing both direct and indirect effects of students’ goals on academic
achievement through their emotions and learning strategies. This study presented the benefits
of mastery-approach goals for students’ emotions and demonstrated enjoyment was beneficial for
most learning strategies, while boredom predicted poorer time management, and anxiety predicted
lower self-monitoring. In addition, performance-approach goals predicted less critical thinking,
and performance-avoidance goals predicted more anxiety, boredom, critical thinking, and lower
achievement gains.

In addition, an affective model for education was proposed by Kort et al. [14]. This model argues
that a typical learning experience involves a range of positive and negative emotions. According to
the authors, this range of emotions occurs naturally and is an inevitable part of the learning cycle,
so it is important to help students understand and recognize this process and to propel themselves.
Social emotional intelligence and competence development literature are linked in the Social Emotional
Development (SED) model, proposed by Seal et al. [25]. This model includes self awareness,
consideration of others, connection to others, and impacting change. Furthermore, the work aims to
provide a framework to understand and facilitate increasing student social and emotional capacity to
recognize emotional cues, process emotional information, and utilize emotional knowledge to adapt to
social challenges in higher education. In addition, the work by Frenzel et al. [26] argue the existence of
positive reciprocal links between teachers’ and students’ enjoyment, and that these links are mediated
by the observations of each other’s classroom behaviors.

Following these theories, recognizing students’ emotions seems to be essential to stimulate them
in a learning process. However, despite the importance of recognizing students’ emotions in e-learning
platforms, there are no many real implementations of these platforms that include emotion recognition.
The inclusion of this feature can multiply the benefits of distance learning and add value to the
platforms in charge of providing this service. With this purpose, it is essential to know how emotion
awareness can be carried out.

2.2. Emotion Recognition Tools

Feidakis [8] defines emotion awareness as the implicit or explicit collection of emotion data
and the recognition of emotional patterns. This definition is carefully explained by the author
distinguishing three types of emotion captures: explicit (subjective report of feelings), implicit (voice,
face, and physiological signals), and with emotion patterns recognition (identification of the people
emotions based on observation).

The first steps were carried out by expert psychologists who identified the emotions of the patient
based on their body posture, tone of voice, or facial expression [27]. Then, self-reporting tools became
widely used because of their simplicity and low cost, apart from being a non-intrusive tool [28].
However, there are also some disadvantages to be taken into account, such as lack of honesty among
participants, misinterpretation of the questions, or the use of unadjusted rating scales. The traditional
approach of detecting emotions through questionnaires answered by the participants does not yield
very efficient methods [29]. That is the reason for focusing on automatic emotion detection using
multimodal approaches (i.e., facial recognition, speech analysis, and biometric data) as the ensemble
of different information sources from the same mode [30].

In recent years, improvements in the field of Artificial Intelligence [10] have enabled the same
analysis of emotions using emotion recognition devices and without human intervention. They take
advantage of being non-invasive and not requiring specialized equipment since most of them use
common devices such as webcams or microphones. Algorithms to predict emotions based on facial
expressions are mature and considered accurate. Currently, there are two main techniques to realize
facial expression recognition depending on its way of extracting feature data: appearance-based
features, or geometry-based features [31]. Both techniques have in common the extraction of some
features from the images which are fed into a classification system. They differ mainly in the features
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extracted from the video images and the classification algorithm used [32]. Geometric based techniques
find specific features such as the corners of the mouth or eyebrows and extract emotional data from
them. Otherwise, appearance-based extraction techniques describe the texture of the face caused by
expressions and extract emotional data from skin changes [33]. Emotion recognition from speech
analysis is an area that is gaining momentum in recent years [34]. Speech features are divided
into four main categories: continuous features (pitch, energy, formants), qualitative features (voice
quality, harsh, breathy), spectral features (linear predictive codes, Mel frequency cepstral coefficients),
and Teager energy operator-based features such as TEO-decomposed FM variation (TEO-FM-Var) and
TEO Autocorrelation Envelope (TEO-Auto-Env) [35].

Physiological signals are another data source for recognizing people’s emotions [36]. The idea of
wearables that detect the wearer’s affective state dates back to the early days of affective computing [37].
For example, skin conductance changes if the skin is sweaty, which is related to stress situations and
other effects. Skin conductance is used as an indicator of arousal, to which it is correlated [38]. A low
level of skin conductivity suggests a low arousal level. Heart rate is also a physiological signal
connected with emotions, as its variability increases with arousal. Generally, heart rate is higher for
pleasant and low arousal stimuli compared to unpleasant and high arousal stimuli [38].

2.3. Emotion Recognition in E-Learning

The tools presented above are the basis of the emotion recognition research and have been
applied in the last years to create emotion-aware learning systems. Reviewing the most relevant works,
the proposal of Derick et al. [39] stands out. They implemented a set of visualizations intending to allow
learners to reflect their affective states and their connection with specific learning activities through
self-reporting. The results they obtained were that the simplest visualizations helped the students in
a better way since most of them did not know the interpretation of complex ones. Also making use
of the self-report, and complementing it with data about interactions between students and teachers,
Ruiz et al. [40,41] proposed a method to measure students mood based on a model of twelve emotions
(six positives and six negatives). With the data obtained, a dashboard was implemented, resulting in
the improvement of the academic results of almost 75% of the students.

The work of [42] opted for using a library known as Clmtrackr through a web-cam to detect
emotions based on facial expression. In this way, it was possible to relate the students’ mood with the
learning activity they were doing and overcoming some of the difficulties of affective communication
in e-learning environments. Ez-Zaoui et al. [43] propose a multimodal and contextual approach to
recognize emotions in e-learning platforms. With this purpose, four sources of information were
captured and analyzed: audio, video, self-report, and students’ interactions. This analysis resulted in a
dashboard designed for teachers with the correlation between activities and emotions.

Finally, the work carried out by Robal et al. [44] tried to evaluate the performance of gaze tracking
tools to detect attention losses of students in Massive Open Online Courses (MOOC). The conclusion
reached was that hardware-based tools perform better than software-based ones. Despite this,
the platform proposed in this work implements a software solution, known as Webgazer [45] because
of the impossibility of using dedicated hardware outside the lab and its non-negligible results (an
error of 175 pixels and an average visual angle of 4.17◦). The significant majority of these works
have in common the use of a dashboard to show the emotions captured in the learning process [42].
These works do not only look for collecting as much as possible data about students’ emotions, but
they also pretend to show the data in an effective way to be used by teachers and students to improve
their results.

2.4. Learning Analytics

The growing interest in applying machine learning techniques in different fields, coupled with
the emergence of numerous data capture techniques, has resulted in a growing trend to use both to
improve virtually any area of society. Within this trend appears the concept of learning analytics,
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which can be defined as “the use of intelligent data, learner-produced data, and analysis models to discover
information and social connections, and to predict and advise on learning” [9]. This definition takes on an
even higher dimension if the environment of an e-learning platform is considered, in which students’
interactions are captured simply and on a large scale.

In the approach proposed by [46], the learning analytics process is defined in three steps. The first
one is to collect the most relevant data from the educational environment and pre-process it to clean,
anonymize, and transform data into a format suitable for later use. The second step is based on
applying different data analysis techniques must be applied in order to find a solution to improve the
learning process. Once a solution appears, it is needed to take action to achieve the goals proposed.
Finally, the third step, named post-processing, consists of evaluating the entire process. This evaluation
can result in obtaining new data that had not been taken into account, pre-processing better oriented
to the final objective, defining new attributes and metrics, modifying analysis variables, or choosing
different prediction and analysis methods. As mentioned, learning analytics is a research field with
growing interest today, which is reflected in the amount of research that seeks to improve the academic
outcomes of students participating in experiments. Beginning with the work of [47], this research
aimed to combat dropout in the first year of college. With this purpose, a system was developed
with the capabilities of making predictions about students’ academic future based on academic and
demographic information. The results showed that students that had been advised about their trends
obtained better grades and a lower dropout rate than their peers in the same semester.

Pardos et al. [48] analyzed the relationship between affective state and student behavior.
With this aim, measurements about student’s work context, actions, utterances, facial expressions,
body language, and interactions with teachers or fellow students were taken. Once it was made,
a machine learning model was implemented, whose results demonstrated that it is possible to predict
students’ final grades based on their behavior and course performance. Lastly, the work of [49] tried
to apply learning analytics in order to improve the learning process when students work in teams.
They proposed a system capable of monitoring and evaluating teamwork competencies through
data about e-learning platform forums, cloud storage platform interactions and files, and wiki tools.
The results showed a strong relationship between active interactions, such as writing a message in the
course forum, and academic performance. According to this, teachers thought that, using this system,
they were in a better position to evaluate each student’s teamwork.

2.5. Semantic Task Automation

A recent shift in ambient intelligence is to move from the model of full and transparent
automation to smart collaboration since autonomous often leave users feeling out of control [50].
A popular approach to interconnect and personalize both IoT and Internet services is the use of
Event-Condition-Action (ECA) rules, also known as trigger-action rules. A number of now prominent
web sites, mobile, and desktop applications feature this rule-based task automation model, such as
If-this-then-that (IFTTT) [51]. These systems, called Task Automation Service (TAS) [52], are typically
web platforms or smartphone applications that provide an intuitive visual programming environment
where inexperienced users seamlessly create and manage their automations.

In this context, we developed EWE Tasker [53], a semantic task automation platform which
aims to board rule capabilities and address two of the major drawbacks of these systems: (1) the only
incoming data streams available are those the platform is prepared for; and, (2) the lack of a mechanism
to use and reason over large scale data outside their platform such as the Linked Open Data (LOD)
cloud or context data [54].

EWE Tasker is based on the Evented WEb (EWE) ontology [52], a standardized data schema
designed to model the most significant aspects of Task Automation Services. EWE provides a
common model to define and describe task automation services, representing its rules and enabling
rule interoperability. In addition, it provides a base vocabulary in order to build domain-specific
vocabularies. Four major classes make up the core of EWE: Channel, Event, Action, and Rule. The class
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Channel defines individuals that either generate Events, provide Actions, or both (such as an emotion
recognition sensor or a smart light). The class Event defines a particular occurrence of a process
and allows users to describe under which conditions should rules be triggered. The recognition of
sadness generated by the emotion detector sensor is an example of an entity that belongs to this class.
The class Action defines an operation provided by a Channel that is triggered under some conditions
(i.e., to change the light color). Finally, the class Rule defines an ECA rule, triggered by an Event that
produces the execution of an Action. An example of a rule is: “If sadness is detected, then change the
light color.”.

Users in the EWE Tasker platform are able to create and configure their own automation rules
in an easy way by means of a mobile phone application or a web interface. The platform integrates
several external devices and services (such as Gmail or Spotify) and can be adapted to different smart
environments in an easy way benefiting from the advantages of semantic technologies.

3. Emotion-Aware E-Learning Platform Architecture

Once the state of the art is analyzed, we present the proposed architecture along with the
implementation details. We aim to build a system that enables the personalization of the learning
experience based on students’ emotions. With this purpose, and taking into account some e-learning
literature [55–57], we have identified the following requirements to fulfill by the architecture: (1) to be
integrable into the chosen e-learning platform; (2) to recognize and store the students’ emotions; (3) to
be able to convert data into valuable information for users; and (4) to enable automatic adaptation of
the student environment. The proposed architecture matching these requirements is shown in Figure 1.

Semantic Task
Automation Platform

E-learning Platform

Emotion Aware E-learning System

Emotion Widget

Emotion
Server

Storage Module

Services and Devices

Mobile
Application

Visualization Module

Self-Reporter

Emotion Recognition
Tools

Videogazer

EmoTestCapturer

MongoDB

Elasticsearch

Emotion Event Trigger

Learning Analytics
Module

Emotion Recognition
Module

Figure 1. Emotion-aware e-learning platform architecture.

The platform architecture is composed of two main components: emotion-aware e-learning
module and emotion recognition module. The former is the core of the platform, and it provides the
system with the capability of collect, store, process, analyze, and visualize all the data regarded to the
system. In addition, it integrates a semantic task automation platform. On the other hand, the emotion
recognition module dotes the system with emotion and engagement detection. This module is
integrated into an e-learning platform.

3.1. Emotion Recognition Component

The Emotion Recognition component is responsible for collecting data from the e-learning
platform. It consists of different views developed as web components that must be integrated into the
original e-learning platform. For the proposed architecture, we have used Moodle as the e-learning
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platform. Moodle allows us to create online courses quickly and easily, thanks to its friendly web
interface. In addition, its use is widespread in the academic world, so it is not a barrier for teachers or
students, giving relevance to our case study. Moodle also allows us to integrate the emotion recognition
component easily.

This component is composed of two modules: emotion widget and emotion recognition tools.
The former is responsible for sending all the captured data in the platform to the emotion-aware
e-learning component, while the latter is responsible for collecting data regarding students’ emotion
and engagement. Three emotion recognition tools have been integrated into this component:
self-reporter, videogazer, and emotestcapturer.

The self-report tool implements a form in which students can record the emotions they are
experiencing each day of the course, as well as the level of intensity of these emotions. Students can
fill the report everyday indicating how they feel by means of selecting an emotion and its intensity.
These data allow us to perform constant monitoring of students’ moods throughout the course using
real metrics that have their origin in the subject itself. In addition, these data allow us to get a correlation
with measurements obtained from other sub-modules, and with the academic results achieved in each
phase of the course. The videogazer tool, based on WebGazer library [45], allows us to detect students’
attention in video lessons. Thanks to this tool, it is possible to determine whether the user is paying
attention to the lesson or not based on his/her looking position. In this way, it is possible to relate
the different phases of the video lesson with the attention and interest produced by each of them.
Finally, the emotestcapturer implements a tool that allows us to capture students’ emotions when they
are solving a test. This tool is empowered by the Clmtracker library [58], which is able to detect the
emotion of users through the position of the coordinates that draw their faces. All the data collected by
these tools are sent to the emotion-aware e-learning component, where it will be processed.

3.2. Emotion-Aware E-Learning Component

The Emotion Aware E-learning component’s main functions are collecting, storing, processing,
analyzing, and visualizing the data obtained from the emotion recognition component. In addition,
the module is able to adapt the smart environment according to automation rules, thanks to the
integration of a task automation platform. An overview of the data interchange carried out by this
module is seen in Figure 2. The data are received by the emotion server submodule.

MongoDB

Emotion Aware E-learning SystemEmotion Recognition
Module

Em
ot

io
n 

Se
rv

er

Storage Module

Self-Reporter

Emotion Recognition
Tools

Videogazer

EmoTestCapturer
Emotion Event Trigger

Elasticsearch

Management Data 

Moodle Data 

Management Data 

Students Data 

Emotion Data 

Students, Attention
& Emotion Data 

Attention Data 

Emotion Data 

Learning
Analytics
Module

Emotion Widget

Semantic Task Automation Platform

Figure 2. Emotion aware e-learning module flow diagram.

This submodule consists of a web service that receives and handles requests from the emotion
recognition module. It receives information regarding management or students, and pass this
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information to the corresponding submodule of the system depending on its nature. This information
is stored by the storage submodule and sent to the learning analytics submodule and the emotion
event trigger. The storage submodule consists of two repositories that store the system logic data and
the users’ related data. One repository, consisting of a MongoDB database [59], is used for storing
personal user information (age, sex, etc.) and academic information (courses, lessons, etc.). The other
repository, based on the distributed analytics and search engine Elasticsearch [60], is used to store the
emotion and attention-related information. This data contains all the information about the students’
mood, personal information, and grades.

In order to visualize these data, the Elasticsearch based repository connects with the visualization
module, based on the dashboard-based visualization tool Kibana [61]. The data must be shown in
an accessible and easy to understand way, without the need for previous knowledge by the users.
To make this possible, Kibana has been selected as an implementation tool for these visualizations.
Kibana provides a web-based environment, on which we can implement our visualizations. We have
used different chart types for defining several visualizations. These visualizations, which can be
seen in Section 4, are grouped into three different dashboards: two for teachers and one for students.
The visualizations designed for these dashboards are average self-report emotions per time (area);
average grades, maximum and minimum grades per topic (table); the number of students enrolled
(gauge); success rate (goal); grade levels (heatmap); average attention per video, grade average per
topic, average emotions per test (bar); emotion evolution per minute in a test, average attention per
second, average self-report emotions per time (line); the number of students per gender, and the
number of students per grade (pie) and student country (region).

Other than analyzing data by means of the visualization, the system also provides a way to
perform data analysis using machine learning techniques. The learning analytics submodule has this
goal and allows the users to draw on conclusions that cannot be obtained through ordinary study
and visualization techniques. This submodule performs an exploratory analysis of the data using
K-Means and finding correlations between features, enabling the detection of anomalous cases, trends,
and correlations in the students’ data.

Finally, to perform automatic adaption of the students’ smart environment, a semantic task
automation platform has been integrated. The integrated automation platform is EWE Tasker,
developed in a previous work [16]. This platform offers an easy way to integrate smart devices
and services in an environment and use them for automating daily tasks. These integrations stem
from devices as smart lights, sensors, and smartphones to services as Gmail or Twitter. Users in
the platform are able to create and configure their own automation rules, and integrate new devices
and services thanks to its semantic core, based on the EWE ontology [52]. In order to import the
received data into the platform, the emotion event trigger submodule applies over it a semantic layer.
Listing 1 shows an example of emotion detected event, along with its corresponding parameters and
the generator channel, modeled according to work in Muñoz et al. [62]. The event has been generated
by the detection of “sadness” with an average intensity of 84%. The example is written using Notation3,
a shorthand non-XML serialization of Resource Description Framework (RDF) models designed with
human-readability in mind [63].

The task automation platform processes these events and performs the corresponding actions on
the environment, according to the automation rules predefined by the users. The platform is linked
to different services and devices, enabling the adaption of the environment to students’ emotion
or engagement. In addition, it includes a smartphone app that can connect with different devices
in order to open new possibilities. Some of the developed possibilities are stress detection from
Empatica E4 wristband [64] and indoor geolocation using Estimote iBeacons [65]. The integration
of the automation platform enables the automatic improvement of students’ mood and comfort by
adapting their environment.
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Listing 1. Semantic representation of emotion detected event written in Notation3.

ewe:hasEmotion rdfs:subPropertyOf ewe:hasParameter .
ewe:hasUser rdfs:subPropertyOf ewe:hasParameter .
onyx:Emotion rdfs:subClassOf ewe:Parameter .

ewe:WebCamSensor a owl:Class;
rdfs:subClassOf ewe:Channel;
dcterms:title "Web Camera";
dcterms:description "This~channel represents a web camera sensor able
to recognize emotions from video.";
ewe:generatesEvent ewe:EmotionDetectionEvent.

ewe:EmotionDetectionEvent a owl:Class ;
rdfs:subClassOf ewe:Event ;
dcterms:description "This~event fires every time an emotion is detected
by a certain user." ;
dcterms:title "New emotion detected" ;
ewe:hasEmotion onyx:Emotion;
ewe:hasUser ewe:User .

ewe:web -cam1 rdf:type ewe:WebCamSensor.

onyx:sadness1 rdf:type onyx:Emotion;
dcterms:title "Sadness emotion detected";
dcterms:value "sadness";
onyx:source ewe:web -cam1;
onyx:hasEmotionIntensity 0.84 .

ewe:student3238 rdf:type ewe:User;
foaf:accountName "Student 3238".

ewe:sadnessdetected1 rdf:type ewe:EmotionDetectionEvent ;
ewe:generatedBy ewe:web -cam1;
ewe:hasEmotion onyx:sadness1 ;
ewe:hasUser ewe:student3238 .

4. Case Study

In order to better understand the usefulness of the proposed system, we have defined three
case studies: Academic and Emotional Dashboards for teachers, Emotional Dashboard for students,
and Smart Automation for students and teachers. The context in which these case studies take place is
an online programming course. This course, entitled “Basic Python for Beginners” [66] is available on
the Moodle.net. The course offers a set of video lessons and topic-based questionnaires.

These case studies are described in the following, explaining how they allow us to test
the main features of the system: emotion and engagement recognition; data analysis, collection,
and visualization; and smart automation.

4.1. Academic and Emotional Dashboards for Teachers

This case study is meant to remove communication barriers between teachers and students in
distance learning environments. An overview of this use case is given in Figure 3.

The student’s goal is to complete the lessons that compound the course. With this purpose,
the student will carry out three types of activities: theory study, video lessons, and questionnaires.
Meanwhile, student’s engagement, stress, and mood will be monitored. In addition, self-reported
emotions’ questionnaires will be performed during the course. While the student is doing the video
lessons, his/her attention is being measured. This enables us to capture the student engagement related
to the topic and to the current video time. In addition, the student can perform a test, answering a
series of questions related to the studied topic. While the user performs the test, emotions and stress
level experienced are captured, as can be seen in Figure 4.
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Emotional, Attention,
and Academic data is

stored

Students perform
course activities

Data visualizations are
shown to the teacher

Loops topic has
been a success!

Figure 3. Academic and emotional dashboards for teachers’ case study.

Figure 4. Emotional capture in the e-learning platform.

The collected data will be shown to the teacher in a dashboard, enabling a better understanding
of the student’s learning experience. This allows the teacher to perform adaptations in methodology,
content, or activities in order to improve the student mood, and, consequently, his academic results.

Figure 5 shows an example of the charts enabled to the teacher in the dashboard. These charts
show the statistics obtained from students’ during the different activities of the course. This information
stems from grades to emotional data and associated with each topic. In this way, teachers can analyze
how each emotion and engagement affects the learning outcomes obtained. In this example, the chart
shows the students’ average engagement, allowing the teacher to analyze the average of attention that
the students have paid to the video lesson of a specific topic. It can be seen how the attention in the
first seconds of the video is high, while as time goes by, it varies until it drops sharply at the end.

Through these visualizations, the teacher can better understand the characteristics of the group
of students who are participating in the course. This allows him to adapt the contents to the type of
students who have greater difficulties, taking into account a great variety of factors such as emotion,
attention, age, or nationality. In this way, the communication barriers of an e-learning environment
are overcome.
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Figure 5. Average attention of students for a certain lesson.

4.2. Emotional Dashboard for Students

This case study is based on the previous one but also includes an emotional dashboard for
students. This dashboard allows students to perform an introspection exercise, in which they can learn
how emotions affect their performance, and, consequently, look for solutions to make the most of the
course. An overview of this study case is presented in Figure 6.

Emotional, Attention,
and Academic data is

stored

Students perform
course activities

Data visualizations are
shown to the students

Admittedly, dictionaries
topic is not my favorite

Figure 6. Emotional dashboard for students’ case study.

The Student’s Emotional Dashboard is designed to show the evolution of the students’ emotional
state in a clean and straightforward way. In addition, the visualizations include the grades obtained
during the course. Figure 7 shows some of the developed visualizations.

Particularly, Figure 7a shows the evolution in the emotions that the student has experienced
while performing tests. The color code, used in this visualization and in others in which emotions
appear, is inspired by Borth et al. [67]. In this example, it can be seen how the most reported emotion
is happiness. It can also be seen how surprise is a frequently reported emotion and how negative
emotions have small values in comparison.

On the other side, Figure 7b shows how the feelings expressed by the student have evolved
during the different lessons of the course. In this example, we can see that sadness is the emotion that
the student experiences with higher intensity, followed by anger.
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(a) (b)

Figure 7. Self-reported emotion and average captured emotions for a test. (a) emotions self-reported
by students shown per week; (b) example of the average captured emotions.

4.3. Smart Automation for Students and Teachers

The last case study has as a main goal to improve the comfort and mood of students while they
are studying, through the use of smart devices and task automation. For this purpose, three different
scenarios have been designed, as shown in Figure 8. These scenarios are mood regulation, attention
improvement, and report generation.

System detects
student is sad

Automation Platform plays a
happy tune on Spotify

Student improves
its mood

System detects
student is not

paying attention

Automation Platform shows an
advice on its phone

Student improves
its attention

System detects a
new report has
been generated

Automation Platform sends an
email with the results Teacher reads the

report

Figure 8. Smart automation scenarios.
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The mood regulation scenario aims to adapt the environment to the emotions experienced
by a student through the use of smart devices located in his/her workplace. Students can create
and configure their own mood regulation rules using the task automation platform. In this way,
the environment of the student can automatically change according to his/her emotions, with the
purpose of enhancing positive feelings. The automation rules can involve several devices or services,
such as smart lights or speakers. In this way, while the student is studying, the work environment
will adapt to his/her mood, improving his/her comfort and, consequently, his/her performance.
An example of a rule to achieve this automation is: If a student is sad, then play happy music.

Another possible automation is attention improvement. This case study aims to improve students’
attention when they are studying the course contents through the e-learning platform. As in the
mood regulation scenario, automation rules will be created and configured by the students. In this
scenario, the system will detect if the attention paid to the slides is under a certain threshold. When this
happens, an action will be done by the system for warning the student and improving his/her
attention. These actions can go from showing notifications on the phone to light or sound signals,
depending on the student’s preferences. Through these automations, the student can improve his
concentration, optimizing the study time, and obtaining better academic results. A rule example for
attention improvement is: If the student’s attention falls, then show a notification.

Finally, the report generation scenario has the goal of facilitating the exploratory analysis of the
course data presented in the previous section. This data analysis, when we are faced with a large
amount of data, becomes a process that can take from the order of minutes to hours. Waiting until
the end of this process can discourage teachers from using these analysis techniques, leaving them in
disuse or undervalued. For this reason, and taking advantage of the capabilities of the automation
platform, the teachers can configure rules for being warned about the completion of the analysis.
In this way, when the system detects an analysis task has finished, the teacher can be notified using
his preferred method configured in the automation rule (email, mobile notification, etc.), and can
also obtain the generated report. A possible rule following this scenario is: If a new analysis has been
performed, then send an email to the teacher.

These automations are carried out through the definition of semantic rules from the automation
platform. Listing 2 shows the semantic definition of a sample mood regulation rule, with its
corresponding event, action, and parameters. In this case, the rule is: If a student is sad, then play
happy music, composed by the event of sadness detection and the action of playing a happy song.
The song to play and the emotion detected are the parameters of the rule.

In this section, we have presented the case studies designed to improve the mood of students
participating in an online course through the study of their emotions. The proposed platform achieves
this goal by the integration of several visualization dashboards, analysis techniques, and smart
automation. To this end, firstly, the use of visualization tools has been proposed to broaden the
knowledge of both teachers and students about the interactions that occur during the course activities.
These interactions include data pertaining to emotions, attention, and course grades.
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Listing 2. Rule instances.

ewe:PlaySong a owl:Class ;
rdfs:subClassOf ewe:Action ;
dcterms:description "Play a song on a speaker.";
dcterms:title "Play song";
ewe:hasSong mo:Track.

ewe:Speaker a owl:Class;
rdfs:subClassOf ewe:Channel;
dcterms:title "Audio speaker";
dcterms:description "This~channel represents a smart speaker
able to play sounds.";
ewe:providesAction ewe:PlaySong.

ewe:play -happy -song rdf:type ewe:PlaySong ;
ewe:providedBy ewe:speaker1;
ewe:hasSong mo:all -together -now.

ewe:speaker1 rdf:type ewe:Speaker.

ewe:sadnessdetected1 rdf:type ewe:EmotionDetectionEvent ;
ewe:generatedBy ewe:web -cam1;
ewe:hasEmotion onyx:sadness1 ;
ewe:hasUser ewe:student3238 .

mo:all -together -now rdf:type mo:Track ;
dc:title "All~together now" ;
foaf:maker mo:the -beatles.

ewe:regulate -sadness a ewe:Rule ;
dcterms:title "Sadness regulation rule" ;
dcterms:description "This~rule aims to regulate sadness by mean of
playing a happy song." ;
ewe:triggeredByEvent ewe:sadnessdetected1 ;
ewe:firesAction ewe:play -happy -song .

5. Validation

As presented before, the main experimental contribution of this work was the design and
implementation of an emotion-aware Learning Analytics system for e-learning platforms, based on
Machine Learning techniques, and integrated with a semantic task automation platform. With the
purpose of knowing the scope of this research, a set of hypotheses was raised:

Hypothesis 1 (H1). To be aware of his/her emotions improves user satisfaction.

Hypothesis 2 (H2). The system quality of an e-learning platform directly affects user satisfaction.

Hypothesis 3 (H3). To be aware of their emotions helps students to obtain better academic results.

Hypothesis 4 (H4). The system quality of an e-learning platform is a key factor for academic results.

To evaluate the proposed system, it was tested in an experiment that was carried out in the scope
of a Python’s course in Moodle platform [68] with real users. In this experiment, the entire system
was deployed, including the emotion recognition tools, the visualization, and analysis modules and
the smart automation system. The following sections cover the participants, materials, design results,
and conclusions drawn from the experiment, focusing on its objective.

5.1. Participants

The experiment was conducted among 30 students from a technical university, including both
genders. The ages of the participants ranged from 20 to 25. Their selection was motivated by the
characteristics of the course in which the experiment was set, a Python programming course for
beginners. The participants’ knowledge of programming was extensive, while their knowledge of
Python language depended on each case.
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The ethical approval for the experiment was obtained by the Ethics Committee of the Technical
University of Madrid, and the study was carried out in accordance with the ethical guidelines [69].
Participants were aware of the nature of the experiment, and gave informed consent prior to
participation in the study. All subjects could abort the experiment at any time.

5.2. Materials

The material needed to carry out this experiment includes a wide variety of devices, sensors,
and computer equipment, detailed below:

• Camera (Gucee HD92) that feeds the video to the emotion recognizer submodule.
• Room lighting (WS2812B LED strip controlled by WeMos ESP8266 board) is used as an actuator

on the light level of the room, with the possibility of using several lighting patterns.
• Google Chromecast [70] that transmits content in a local network.
• LG TV 49UJ651V. This device is used for displaying images.
• Google Home. The system uses this device to play music.

Participants accessed the web HTML-based interface using a desktop computer with the Firefox
browser [71].

5.3. Methodology

During the experiment, each participant performed a lesson in an online programming course.
This course, entitled “Basic Python for Beginners” [66], is available on the Moodle.net. This course has
been chosen mainly because it adapts easily to the case studies that we defined in Section 4.

While participants were doing the course, the e-learning system is fed with the information
provided by the different sensors that are continually monitoring the participant emotional and
attention states. While the student is doing the course, different adaption rules are triggered depending
on his/her emotion and attention, such as changing light color or playing music. In addition,
the student can visualize his/her emotions utilizing the developed dashboard. The experiment
finishes when the lesson is finished. In addition, a questionnaire is given to the participants just
after the sessions conclude. These questions use five-point Likert scales and are oriented to offer the
participant’s view of the system. The questions raised are summarized in Table 1.

Table 1. Questionnaire for the participants.

No. Question Formulation Code

Q1 The system is easy to use SQ1
Q2 System reliability is correct SQ2
Q3 The system provides interactive features between user and system SQ3
Q4 The system provides custom information SQ4
Q5 The system features are attractive for the user SQ5
Q6 The system provides information in a rapid way SQ6
Q7 System interface is clear and intuitive SQ7
Q8 The system provides the needed information related to emotions EIQ1
Q9 The information provided by the system is accessible at the required moment EIQ2
Q10 The information related to emotions provided by the system is relevant for your task EIQ3
Q11 The system provides enough information related to emotions EIQ4
Q12 The information provided by the system is easy to understand EIQ5
Q13 The system provides updated data of your emotions EIQ6
Q14 The system enables me to accomplish the tasks more efficiently US1
Q15 The system helps me learn effectively US2
Q16 The system improves my learning performance US3
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Table 1. Cont.

No. Question Formulation Code

Q17 The system features are improvements with regards to standard e-learning platforms US4
Q18 Overall, the system is useful US5
Q19 The system saves my time in searching for materials BE1
Q20 The system has increased my knowledge and helped me to be successful in the course BE2
Q21 The system makes communication easier with the teacher and other students BE3
Q22 The system allows the teacher to adapt to students’ needs BE4
Q23 The system has helped me to achieve the learning goals of the module BE5

5.4. Results

We tested our research hypotheses using partial least squares structural equation modeling [17],
with SmartPLS 3.2.9 [72]. This software allows us to easily check the psychometric properties of the
measurement and structural model. It enables the analysis of the reliability and validity, and estimate
the strength of the relationships among different model variables simultaneously.

PLS-SEM is suitable for small samples, obtaining good results with a sample size at least 10 times
the largest number of structural paths directed at a particular construct in the structural model [73].
Figure 9 shows an overview of our model, according to the proposed hypotheses. As in our model,
the maximum number of paths is two, and our minimum sample size should be 20, so we consider
PLS-SEM an appropriate method according to our sample.

Figure 9. Emotion-aware e-learning platform use validation model.

The measurement model was assessed using the following criteria: First, we will check the
indicator reliability, verifying that outer loading for the indicators is greater than 0.70 [74]. Secondly,
we will use Cronbach’s alpha (α) and Composite Reliability (CR) for proving internal consistency
reliability. The cut-off value is to be greater 0.70 for both tests [75]. Finally, we will check for convergent
and discriminant validity. The former one with the average variance extracted (AVE), which should
be greater than 0.50 [76]. The later, discriminant validity, will be checked: using Fornell–Larcker
criterion [76]; Cross-loadings [75]; and the Heterotrait–Monotrait ratio (HTMT) [77].

For the test of individual item reliability, we examined the outer loadings. This gives us the
loading of the measures on the constructs they intend to measure. According to the work of [74],
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we deleted all indicators with a threshold lower than 0.40 and retained those which were higher than
0.70. For those whose value was between the two thresholds, we retained the indicators which did
not decrease the value of AVE and CR. As a result, eight indicators were eliminated, resulting in the
indicators shown in Table 2. Next, we retrieved CR, Cronbach’s alpha, and AVE in order to check
for internal consistency and convergent validity. In Table 2, we can see how all the values meet the
minimum threshold for internal consistency. The composite reliability for all scales was between
0.76 and 0.93, greater than the minimum required value of 0.70. In addition, the average variance
extracted AVE employed to assess the convergent validity was greater than 0.50 for all constructs.
Third, we evaluate discriminant validity using the correlation matrix for the Fornell–Larcker method,
whose results are presented in Table 4. Discriminant validity indicates the extent to which a given
construct differs from other latent constructs [78]. The table shows that the diagonal values are larger
than the other values inside the one column, which is the expected behavior according to the AVE.

Table 2. Internal consistency and convergent validity.

Construct and Items Outer
Loading

Outer
t-Statistic CR AVE

System quality 0.767 0.529
SQ4: The system provides custom information 0.640 2.460
SQ5: The system features are attractive for the user 0.640 3.732
SQ7: System interface is clear and intuitive 0.876 2.603

Emotional related information quality 0.904 0.703
EIQ1: The system provides the needed information related to emotions 0.778 3.986
EIQ2: The information provided by the system is accessible at the
required moment 0.846 1.238

EIQ3: The related to emotions information provided by the system is
relevant for your task 0.808 1.747

EIQ4: The system provides enough information related to emotions 0.914 1.243

Perceived usefulness 0.935 0.783
US1: The system enables me to accomplish the tasks more efficiently 0.912 1.577
US2: The system helps me learn effectively 0.879 1.186
US4: The system features are improvements with regard to standard
e-learning platforms 0.902 1.194

US5: Overall, the system is useful 0.845 1.177

Benefits 0.817 0.530
BE2: The system has increased my knowledge and helped me to be
successful in the course 0.649 3.420

BE3: The system makes communication easier with the teacher and
other students 0.841 2.846

BE4: The system allows the teacher to adapt to students’ needs 0.683 3.292
BE5: The system has helped me to achieve the learning goals of
the module 0.725 2.074

The cross-loadings formed the second method utilized to assess discriminant validity. Table 3
shows the values of these loadings for each indicator. The results show that each indicator all
the items correlated more strongly with their latent variable than with any other variables in the
model [79]. Finally, we check for discriminant validity problems using the HTMT criterion, proposed
by [77]. HTMT is equal to the average Heterotrait–Heteromethod correlation relative to the average
Monotrait–Heteromethod correlations. The Heterotrait–Heteromethod correlations are correlations
of indicators across constructs measuring different phenomena, while the Monotrait–Heteromethod
correlations are correlations of indicators measuring the same construct. Table 4 shows that all the
HTMT values are within the accepted threshold values (less than 0.90).
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Table 3. Cross loadings for indicators.

Emotion Information Quality Benefits System Quality Perceived Satisfaction

EIR1 0.778 0.428 0.466 0.664
EIR2 0.846 0.250 0.045 0.691
EIR3 0.808 0.387 0.261 0.575
EIR4 0.914 0.373 0.314 0.791
BE2 0.078 0.649 0.479 0.048
BE3 0.317 0.841 0.643 0.290
BE4 0.527 0.683 0.460 0.269
BE5 0.283 0.725 0.439 0.173
SQ4 0.084 0.408 0.640 0.087
SQ5 0.308 0.248 0.640 0.347
SQ7 0.387 0.731 0.876 0.384
PS1 0.730 0.200 0.302 0.912
PS2 0.657 0.138 0.325 0.879
PS4 0.743 0.313 0.302 0.902
PS5 0.753 0.336 0.464 0.845

Bold numbers represent correlation of each item with its latent variable, which is stronger than with any other
variable in the model.

Table 4. Fornell–Larcker method and HTMT correlations.

Fornell–Larcker HTMT Correlations

EIQ BE SQ PS EIQ BE SQ PS

Emotion Information Quality 0.838
Benefits 0.430 0.728 0.549
System Quality 0.331 0.703 0.727 0.513 0.883
Perceived Satisfaction 0.817 0.284 0.396 0.885 0.817 0.365 0.502

Bold numbers show that the diagonal values of correlation are larger than the other values in the column,
which is the expected behavior and validates discriminant validity.

Thus, our measurement model verifies all three conditions suggested by prior research,
providing strong support for its reliability. Having confirmed that the measurement model is reliable
and valid, we next evaluated the structural model results. For the structural model, we have followed
the following criteria, proposed by [74]:

• Assess the structural model for collinearity issues (VIF < 5).
• Assess the significance and relevance of the structural model relationships (t > 1.65).
• Assess the level of R2 (The cut-off levels are: 0.190 weak; 0.333 moderate; and 0.6702 substantial).
• Assess the level of Q (cut-off point larger than zero).
• Assess the model’s fit.

Thus, first, we check collinearity symptoms, to ensure that the results are valid. We do this
by analyzing the variance inflation factor (VIF). A VIF greater than 5.00 would indicate overly high
collinearity, and, consequently, a potential collinearity problem. The retrieved VIF values are all
between 1.17 and 3.98, so they always meet the accepted threshold values (VIF < 5). Thus, we can
affirm that collinearity was not a problem in our data.

Then, we proceed to evaluate the significance of each path coefficient. Path coefficients (β)
representation relationships between the constructs in the model. These relationships are shown in
Figure 9. The significance of each path coefficient, the standard errors, and the t-values were calculated
by the algorithm of bootstrapping in PLS, with 5000 samples. From the analysis, we obtain that
the emotional information contributes to improve user satisfaction (β = 0.771, p = 0) and benefits
(β = 0.23, p = 0.04), supporting H1 and H3. In addition, we also observe that the system quality also
improves user satisfaction and benefits, supporting H2 (β = 0.142, p = 0.03) and H4 (β = 0.63, p = 0).
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We then assessed our model performance using the explanatory power (R2) and predictive
relevance (Q2). Table 5 shows the results obtained with SmartPLS for each endogenous variable.
The predictive relevance was obtained using Blindfolding in SmartPLS, with an omission distance
D being 7. The values of R2, according to the cut-off points of 0.67, 0.33, and 0.19 for substantial,
moderate, and weak levels, respectively [80], gives us a moderate level for emotion information quality,
and a substantial level for system quality. According to Hair et al. [73], Q2 measures the capability
of the path model to predict the endogenous measuring items indirectly from the prediction of their
latent variables using the related structural relations. The cut-off point is to be larger than 0, so, as can
be seen in Table 5, the model has strong predictive relevance for the endogenous constructs.

Table 5. Explanatory power (R2) and predictive relevance (Q2).

R2 Q2

Emotion Information Quality 0.538 (moderate level) 0.244
System Quality 0.686 (substantial level) 0.460

As an additional indicator, we used the global goodness-of-fit (GoF) criterion proposed by [81]
to assess the model fit. GoF is defined as “how well the specified model reproduces the observed
covariance matrix among the indicator items” [74], so it allows us to evaluate the overall performance
of the model in both measurement and structural levels. The GoF index is ranged between 0 and 1,
and is calculated using the following formula:

GoF =
√
(R2 · Q2) =

√
(0.612 · 0.352) = 0.46 (1)

There is no inference based criteria to assess the statistical significance of the GoF index, due to
its descriptive nature [82]. However, Wetzels et al. [83] propose several baselines in order to validate
the PLS models globally. These baselines are, according to different effect sizes of R2: GoFsmall(0.10),
GoFmedium(0.25), and GoFlarge(0.36). The obtained value of 0.46, higher than the cut-off of 0.36 proposed
by Wetzels et al. [83] for large effect sizes of R2 indicates a good overall fit, and adequately validates
the complex PLS model globally.

These results also validate the structural model, confirming the proposed hypotheses and
validating that the use of an emotion-aware e-learning platform improves students’ satisfaction
and helps to improve their academic performance.

5.5. Teacher Validation

Finally, in order to validate the usefulness of the system for teachers, it has been tested by five
professors at the Technical University of Madrid. Participants were asked to try the system, and then
answer a set of questions for evaluating the usefulness of the system.

These questions use five-point Likert scales and are oriented to offer the participant’s view of
the system. The questions raised, along with the mean values obtained, are summarized in Table 6.
As shown in the table, the system results in being quite useful for the professors, achieving high
scores for all the questions. However, the score for the Q4 is a little lower compared with the others,
which suggests that an effort must be still done in improving communication between the teacher and
the students.
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Table 6. Questionnaire for the professors.

No. Question Formulation Avg.

Q1 The information provided by the system related to students’ emotion is useful 4.2
Q2 The system features are improvements with regard to standard e-learning platforms 4.8
Q3 The system allows the teacher to adapt the content to students’ needs 4.6
Q4 The system makes communication easier with the teacher and other students 3.8
Q5 Overall, the system is useful 4.6

6. Conclusions and Future Work

This paper proposes an architecture for an emotion aware e-learning platform based on semantic
technologies, which enables the emotion analysis in study places and the automated adaption of these
study places to the students’ needs. The proposed architecture allows teachers to study these analyses
in order to adapt the methodology to this information, with the purpose of improving students’
mood and consequently help them to achieve better academic performance. In this way, our platform
advances in decreasing communication barriers between teachers and students in distance learning
environments; while it also provides the students with mood regulation capabilities. In addition,
the application of a semantic layer enables data interoperability and portability of components.
Finally, the system has been implemented and evaluated using PLS-SEM methodology.

Through the experimentation, we have verified a set of hypotheses. In summary: (1) using the
proposed emotion-aware e-learning system helps students to obtain better academic results; (2) the
system quality of an e-learning platform directly affects user satisfaction; (3) using the proposed
emotion-aware e-learning system improves user satisfaction; and, finally, (4) the system quality of
an e-learning platform is a critical factor for academic results. These results encourage the use and
improvement of this kind of e-learning systems, as they seem to provide users with several advantages,
such as analysis of their mood and attention or adaption of their smart environment to this mood.

As future work, many lines can be followed to continue this work. One of these lines is to deep in
the context of emotion and mood regulation. The integration of more sophisticated ways for smart
environment adaption to emotions could be a key improvement for these systems. Currently, we are
working on this line exploring new ways of emotion regulation. In addition, another line of future
work would be the enhancement of the learning analytics side of the system, studying new methods,
and improving the current analysis in order to offer new relevant data. Furthermore, we also plan to
integrate new ways of emotion recognition in the system by means of the analysis of text interactions
in students. This adds more reliability to the system as it incorporates a mature way of recognizing
emotions. In addition, it would be relevant to implement the system in a real college course, in order
to study and evaluate its benefits in a real scenario. In addition, in this line, the implementation of the
system in companies which provide courses for employees’ training would open new opportunities to
the validation and improvement of the system. Finally, it would be also interesting to deeply evaluate
the benefits of the system for the teachers, analyzing if the information about the students’ provided
by the system entails a saving in terms of effort and time costs to the adaptation of the material and
courses to students, and if this adaptation provides better results.
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Abstract: The evolution of the Internet of Things leads to new opportunities for the contemporary
notion of smart offices, where employees can benefit from automation to maximize their productivity
and performance. However, although extensive research has been dedicated to analyze the impact of
workers’ emotions on their job performance, there is still a lack of pervasive environments that take
into account emotional behaviour. In addition, integrating new components in smart environments
is not straightforward. To face these challenges, this article proposes an architecture for emotion
aware automation platforms based on semantic event-driven rules to automate the adaptation of
the workplace to the employee’s needs. The main contributions of this paper are: (i) the design of
an emotion aware automation platform architecture for smart offices; (ii) the semantic modelling of
the system; and (iii) the implementation and evaluation of the proposed architecture in a real scenario.

Keywords: ambient intelligence; smart office; emotion regulation; task automation; semantic technologies

1. Introduction

The emergence of Internet of Things (IoT) opens endless possibilities for the Information and
Communication Technologies (ICT) sector, allowing new services and applications to leverage the
interconnection of physical and virtual realms [1]. One of these opportunities is the application
of Ambient Intelligence (AmI) principles to the workplace, which results in the notion of smart
offices. Smart offices can be defined as “workplaces that proactively, but sensibly, support people in their
daily work” [2].

A large body of research has been carried out on the impact that emotions have on decision
making [3], health [4], emergencies [5] and working life [6]. This states the importance of recognizing
and processing the emotions of people in intelligent environments. Particularly in the workplace,
emotions play a key role, since the emotional state of workers directly affects other workers [7] and,
consequently, company business. The application of emotion aware technologies to IoT environments
entails a quantitative improvement in the workers’ quality of life, since it allows the environment to
be adaptive to these emotions and, therefore, to human needs [8]. In addition, this improvement in
worker quality of life directly affects company performance and productivity [9].

Emotion Aware AmI (AmE) extends the notion of intelligent environments to detect, process and
adapt intelligent environments to users’ emotional state, exploiting theories from psychology and
social sciences for the analysis of human emotional context. Considering emotions in the user context
can improve customization of services in AmI scenarios and help users to improve their emotional
intelligence [10]. However, emotion technologies are rarely addressed within AmI systems and have
been frequently ignored [10,11].

A popular approach to interconnect and personalize both IoT and Internet services is the use of
Event-Condition-Action (ECA) rules, also known as trigger–action rules [12]. Several now prominent
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websites, mobile and desktop applications feature this rule-based task automation model, such as
IFTTT (https://ifttt.com/) or Zapier (https://zapier.com/). These systems, so-called Task Automation
Services (TASs) [13], are typically web platforms or smartphone applications, which provide an
intuitive visual programming environment where inexperienced users seamlessly create and manage
their own automations. Although some of these works have been applied to smart environments [14,15],
these systems have not been applied yet for regulating users’ emotions in emotion aware environments.

This work proposes a solution that consists in an emotion aware automation platform that
enables the automated adaption of smart office environments to the employee’s needs. This platform
allows workers to easily create and configure their own automation rules, resulting in a significant
improvement of their productivity and performance. A semantic model for the emotion aware TASs
based on the Evented WEb (EWE) [13] ontology is also proposed, which enables data interoperability
and automation portability, and facilitates the integration between tools in large environments.
Moreover, several sensors and actuators have been integrated in the system as a source of ambient data
or as action performers which interact with the environment. In this way, the design of an emotion
aware automation platform architecture for smart offices is the main contribution of this paper, as well
as the semantic modelling of the system and its implementation and validation in a real scenario.

The rest of this paper is organized as follows. Firstly, an overview about the related work in smart
offices, emotion regulation and semantic technologies is given in Section 2. Section 3 presents the
semantic modelling of the system, describing different ontologies and vocabularies which have been
used and the relationships between them. Then, Section 4 describes the reference architecture of the
proposed emotional aware automation platform, describing the main components and modules as
well as its implementation. Section 5 describes the evaluation of the system in a real scenario. Finally,
the conclusions drawn from this work are described in Section 6.

2. Background

This section describes the background and related work for the architecture proposed in this
paper. First, an overview of related work in AmE and specifically in smart offices is given in
Sections 2.1 and 2.2, respectively. Then, the main technologies involved in emotion recognition and
regulation are described in Sections 2.3 and 2.4. Finally, Section 2.5 gives an overview of the state of art
regarding to semantic technologies.

2.1. Emotion Aware AmI (AmE)

The term AmE was coined by Zhou et al. [16]. AmE is “a kind of AmI environment facilitating human
emotion experiences by providing people with proper emotion services instantly”. This notion aims at fostering
the development of emotion-aware services in pervasive AmI environments.

AmE are usually structured in three building blocks [10,17]: emotion sensing, emotion analysis
and emotion services or applications.

Emotion sensing is the process of gathering affective data using sensors or auto-reporting
techniques. There exists many potential sensor sources, including speech, video, mobile data [18],
textual and physiological and biological signals. An interesting research for multimodal sensing
in real-time is described in [19]. Then, the Emotion analysis module applies emotion recognition
techniques (Section 2.4) to classify emotions according to emotion models, being the most popular the
categorical and dimensional ones and optionally express the result in an emotion expression language
(Section 2.5). Emotion services or applications exploit the identified emotions in order to improve
user’s life. The main applications are [17] emotion awareness and sharing to improve health and
mental well-being to encourage social change [20], mental health tracking [21], behaviour change
support [22], urban affective sensing to understand the affective relationships of people towards
specific places [23] and emotion regulation [24] (Section 2.4).

The adaptation of AmI frameworks to AmE presents a number of challenges because of
the multimodal nature of potential emotion sensors and the need for reducing ambiguity of
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emotion multimodal sources using fusion techniques. In addition, different emotion models are
usually used depending on the nature of the emotion sources and the intended application.
According to [25], most existing pervasive systems do not consider a multi-modal emotion-aware
approach. As previously mentioned, despite the mushrooming of IoT, there are only few experiences
in the development of AmE environments that take into account emotional behaviour, and most of
them describe prototypes or proofs of concept [10,11,25–29].

From these works, emotion sensing has been addressed using emotion sources such as
speech [25,26,29], text [10], video facial and body expression recognition [24] and physiological
signals [24]. Few works have addressed the problem of emotion fusion in AmI [24] where a neural
multimodal fusion mechanism is proposed. With regard to regulation techniques, fuzzy [24,29] and
neurofuzzy controllers [11] have been proposed. Finally, the fields of application have been smart
health [24], intelligent classroom [29] and agent-based group decision making [28].

Even though some of the works mention a semantic modelling approach [10], the reviewed
approaches propose or use a semantic schema for modelling emotions. Moreover, the lack of semantic
modelling of the AmI platform is challenging for integrating new sensors and adapt them to new
scenarios. In addition, these works follow a model of full and transparent automation which could
leave users feeling out of control [30], without supporting personalization.

2.2. Smart Offices

Although several definitions for smart offices are given in different works [2,31,32], all of them
agree in considering a smart office as an environment that supports workers on their daily tasks.
These systems use the information collected by different sensors to reason about the environment,
and trigger actions which adapt the environment to users’ needs by mean of actuators.

Smart offices should be aligned to the business objectives of the enterprise, and should
enable a productive environment that maximizes employee satisfaction and company performance.
Thus, smart offices should manage efficiently and proactively the IoT infrastructure deployed in the
workplace as well as the enterprise systems. Moreover, smart offices should be able to interact with
smartphones and help employees to conciliate their personal and professional communications [33].

Focusing on existing solutions whose main goal is the improvement of workers’ comfort at
the office, Shigeta et al. [34] proposed a smart office system that uses a variety of input devices
(such as camera and blood flow sensor) in order to recognize workers’ mental and physiological
states, and adapts the environment by mean of output devices (such as variable colour light, speaker or
aroma generator) for improving workers’ comfort. In addition, HealthyOffice [35] deals with a novel
mood recognition framework that is able to identify five intensity levels for eight different types of
moods, using Silmee TM device to capture physiological and accelerometer data. Li [36] proposed the
design of a smart office system that involves the control of heating, illuminating, lighting, ventilating
and reconfiguration of the multi-office and the meeting room. With regard to activity recognition,
Jalal et al. [37] proposed a depth-based life logging human activity recognition system designed to
recognize the daily activities of elderly people, turning these environments into an intelligent space.
These works are clear examples of using smart office solutions for improving quality of life, and they
propose systems able to perform environment adaption based on users’ mental state.

Kumar et al. [38] proposed a semantic policy adaptation technique and its applications in the
context of smart building setups. It allows users of an application to share and reuse semantic policies
amongst them-selves, based on the concept of context interdependency. Alirezaie et al. [39] presented
a framework for smart homes able to perform context activity recognition, and proposed also a
semantic model for smart homes. With regard to the use of semantic technologies in the smart office
context, Coronato et al. [40] proposed a semantic context service that exploits semantic technologies
to support smart offices. This service relies on ontologies and rules to classify several typologies of
entities present in a smart office (such as services, devices and users) and to infer higher-level context
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information from low-level information coming from positioning systems and sensors in the physical
environments (such as lighting and sound level).

One of the first mentions of emotion sensor was in the form of affective wearables,
by Picard et al. [41]. As for semantic emotion sensors, there is an initial work proposed by
Gyrard et al. [42]. However, to the extent of our knowledge, there is no work in the literature that
properly addresses the topics of emotion sensors and semantic modelling in a unified smart automation
platform. This paper aims to fill this gap, proposing a semantic automation platform that also takes
into account users’ emotion.

2.3. Emotion Recognition

Over the last years, emotion detection represents a significant challenge that is gaining the
attention of a great number of researchers. The main goal is the use of different inputs for carrying out
the detection and identification of the emotional state of a subject. Emotion recognition opens endless
possibilities as it has wide applications in several fields such as health, emergencies, working life,
or commercial sector. The traditional approach of detecting emotions through questionnaires answered
by the participants does not yield very efficient methods. That is the reason for focusing on automatic
emotion detection using multimodal approaches (i.e., facial recognition, speech analysis and biometric
data), as well as ensemble of different information sources from the same mode [43].

Algorithms to predict emotions based on facial expressions are mature and considered accurate.
Currently, there are two main techniques to realize facial expression recognition depending on its way
of extracting feature data: appearance-based features, or geometry-based features [44]. Both techniques
have in common the extraction of some features from the images which are fed into a classification
system, and differ mainly in the features extracted from the video images and the classification
algorithm used [45]. Geometric based techniques find specific features such as the corners of the
mouth, eyebrows, etc. and extracts emotional data from them. Otherwise, appearance based extraction
techniques describe the texture of the face caused by expressions, and extract emotional data from
skin changes [46].

Emotion recognition from speech analysis is an area that is gaining momentum in recent years [47].
Speech features are divided into for main categories: continuous features (pitch, energy, and formants),
qualitative features (voice quality, harsh, and breathy), spectral features (Linear Predictive Coefficients
(LPC) and Mel Frequency Cepstral Coefficients (MFCC)), and Teager energy operator-based features
(TEO-FM-Var and TEO-Auto-Env) [48].

Physiological signals are another data source for recognizing people’s emotions [49]. The idea of
wearables that detect the wearer’s affective state dates back to the early days of affective computing [41].
For example, skin conductance changes if the skin is sweaty, which is related to stress situations and
other affects. Skin conductance is used as an indicator of arousal, to which it is correlated [50]. A low
level of skin conductivity suggests low arousal level. Heart rate is also a physiological signal connected
with emotions, as its variability increases with arousal. Generally, heart rate is higher for pleasant and
low arousal stimuli compared to unpleasant and high arousal stimuli [50].

2.4. Emotion Regulation

Emotion regulation consists in the modification of processes involved in the generation or
manifestation of emotion [51], and results an essential component of psychological well-being and
successful social functioning. A popular approach to regulate emotions is the use of colour, music or
controlled breathing [52,53].

Xin et al. [54,55] demonstrated that colour characteristics such as chroma, hue or lightness produce
an impact on emotions. Based on these studies and on the assumption of the power of colour to change
mood, Sokolova et al. [52] proposed the use of colour to regulate affect. Participants of this study
indicated that pink, red, orange and yellow maximized their feeling of joy, while sadness correlates
with dark brown and gray. Ortiz-García-Cervigón et al. [56] proposed an emotion regulation system
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at home, using RGB LED strips that are adjustable in colour and intensity to control the ambience.
This study reveals that warm colours are rated as more tensed, hot, and less preferable for lighting,
while cold colours are rated as more pleasant.

With regard to music, several studies [57,58] show that listening to music influences mood and
arousal. Van der Zwaag [59] found that listening to preferred music significantly improved performance
on high cognitive demand tasks, suggesting that music increases efficiency for cognitive tasks.
Therefore, it has been demonstrated that listening to music can influence regulation abilities, arousing
certain feelings or helping to cope negative emotions [60]. In addition, it has been demonstrated that
different types of music may have different demands on attention [61].

The commented studies show that the adaptation of ambient light colour and music are
considerable solutions for regulating emotions in a smart office environment, as this adaptation
may improve workers’ mood and increase their productivity and efficiency.

2.5. Semantic Modelling

Semantic representation considerably improves interoperability and scalability of the system, as it
provides a rich machine-readable format that can be understood, reasoned about, and reused.

To exchange information between independent systems, a set of common rules need to be
established, such as expected formats, schemas and expected behaviour. These rules usually take
the form of an API (application programming interface). In other words, systems need not only to
define what they are exchanging (concepts and their relationship), but also how they represent this
information (representation formats and models). Moreover, although these two aspects need to be in
synchrony, they are not unambiguously coupled: knowing how data are encoded does not suffice to
know what real concepts the refer to, and vice versa.

The semantic approach addresses this issue by replacing application-centric ad-hoc models and
representation formats with a formal definition of the concepts and relationships. These definitions
are known as ontologies or vocabularies. Each ontology typically represents one domain in detail,
and they borrow concepts from one another whenever necessary [62]. Systems then use parts of
several ontologies together to represent the whole breadth of their knowledge. Moreover, each concept
and instance (entity) is unambiguously identified. Lastly, the protocols, languages, formats and
conventions used to model, publish and exchange semantic information are standardized and well
known (SPARQL, RDF, JSON-LD, etc.) [63–65].

This work merges two domains: rule-based systems and emotions. We will explore the different
options for semantic representation in each domain.

There are plenty of options for modelling and implementing rule-based knowledge, such
as RuleML [66], Semantic Web Rule Language (SWRL) [67], Rule Interchange Format (RIF) [68],
SPARQL Inferencing Notation (SPIN) [69] and Notation 3 (N3) Logic [70].

EWE [13] is a vocabulary designed to model, in a descriptive approach, the most significant
aspects of Task Automation Service (TAS). It has been designed after analyzing some of the most
relevant TASs [71] (such as Ifttt, Zapier, Onx, etc.) and provides a common model to define and
describe them. Based on a number of identified perspectives (privacy, input/output, configurability,
communication, discovery and integration), the main elements of the ontology have been defined,
and formalized in an ontology. Moreover, extensive experiments have been developed to transform
the automation of these systems into the proposed ontology. Regarding inferences, EWE is based
on OWL2 classes and there are implementations of EWE using a SPIN Engine (TopBraid (https:
//www.w3.org/2001/sw/wiki/TopBraid)) and N3 Logic (EYE (http://eulersharp.sourceforge.net/)).

Four major classes make up the core of EWE: Channel, Event, Action and Rule. The class
Channel defines individuals that either generate Events, provide Actions, or both. In the smart office
context, sensors and actuators such as an emotion detector or a smart light are described as channels,
which produce events or provide actions. The class Event defines a particular occurrence of a process,
and allows users to describe under which conditions should rules be triggered. These conditions
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are the configuration parameters, and are modelled as input parameters. Event individuals are
generated by a certain channel, and usually provide additional details. These additional details are
modelled as output parameters, and can be used within rules to customize actions. The recognition of
sadness generated by the emotion detector sensor is an example of entity that belongs to this class.
The class Action defines an operation provided by a channel that is triggered under some conditions.
Actions provides effects whose nature depends on itself, and can be configured to react according to
the data collected from an event by means of input parameters. Following the smart office context
mentioned above, to change the light colour is an example of action generated by the smart light
channel. Finally, the class Rule defines an ECA, triggered by an event that produces the execution of
an action. An example of rule is: “If sadness is detected, then change the light colour”.

There are also different options for emotion representation. EmotionML [72] is one of the
most notable general-purpose emotion annotation and representation languages that offers twelve
vocabularies for categories, appraisals, dimensions and action tendencies. However, as shown in
previous works [73], the options for semantic representation are limited to a few options, among which
we highlight the Human Emotion Ontology (HEO) [74], and Onyx [73], a publicly available ontology
for emotion representation. Among these two options, we chose Onyx for several reasons: it is
compatible with EmotionML; it tightly integrates with the Provenance Ontology [75], which gives us
the ability to reason about the origin of data annotations; and it provides a meta-model for emotions,
which enables anyone to publish a new emotion model of their own while remaining semantically
valid, thus enabling the separation of representation and psychological models. The latter is of great
importance, given the lack of a standard model for emotions. In EmotionML, emotion models are also
separated from the language definition. A set of commonly used models is included as part of the
vocabularies for EmotionML [76], all of which are included in Onyx.

Moreover, the Onyx model provides a model for emotion conversion, and a set of existing
conversions between well known models. Including conversion as part of the model enables the
integration of data using different models. Two examples of this would be working with emotion
readings from different providers, or fusing information from different modalities (e.g., text and
audio), which typically use different models. It also eases a potential migration to a different model
in the future.

In addition, Onyx has been extended to cover multimodal annotations [77,78]. Lastly, the Onyx
model has been embraced by several projects and promoted by members of the Linked Data Models
for Emotion and Sentiment Analysis W3C Community Group [79].

There are three main concepts in the Onyx ontology that are worth explaining, as they are used in
the examples in following sections. They are: Emotion, EmotionAnalysis and EmotionSet. They relate to
each other in the following way: an EmotionAnalysis process annotates a given entity (e.g., a piece
of text or a video segment) with an EmotionSet, and an EmotionSet is in turn comprised of one or
more Emotions. Due to the provenance information, it is possible to track the EmotionAnalysis that
generated the annotation.

3. Semantic Modelling for the Smart Office Environment

With the purpose of applying a semantic layer to the emotion aware automation system, several
vocabularies and relationships between ontologies have been designed. This enables the semantic
modelling of all entities in the smart office environment. Figure 1 shows the relationships between the
used ontologies described above.
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Figure 1. Main classes of the ontologies involved in the semantic modelling.

Automation rules (ewe:Rule) are modelled using EWE ontology [13], which presents them in
event-condition-action form. Events (ewe:Event) and actions (ewe:Action) are generated by certain
channels. In the proposed architecture, there are different channels that either generate events, provide
actions, or both. The class ewe:Channel has been subclassed to provide an emotional channel class
(emo:Channel), which is responsible for generating events and actions related to the emotion recognition
and regulation. From this class, the channels emo:EmotionSensor and emo:EmotionRegulator have been
defined. The former is responsible for generating events related to the emotion detection, while the
later is responsible for providing certain actions that have the purpose of regulating the emotion.
These two classes group all sensors and actuators able to detect or regulate emotions, but should be
subclassed by classes representing each device concretely. In addition, events and actions may have
parameters. The emo:EmotionDetected event has as Parameter the detected emotion. Emotions are
modelled using Onyx [73], as described in Section 2.5, so the parameter must subclass onyx:Emotion.

The emo:EmotionRegulator channel can be subclassed for defining a SmartSpeaker or
a SmartLight, able to provide actions to regulate the emotion such as emo:PlayRelaxingMusic or
emo:ChangeAmbientColor, respectively. The action of playing relaxing music has as parameter
(ewe:Parameter) the song to be played, while the action of change ambient colour has as parameter the
colour to which the light must change. In addition, all these actions are also represented as therapies
using Human Stress Ontology (HSO) ontology [80], so hso:Therapy has been subclassed. To give a better
idea of how specific Channels, Events and Actions have been modelled; Table 1 shows the commented
example written in Notation3, describing all its actions with their corresponding parameters.

An example of event and action instances with grounded parameters, which are based on the
concepts defined in the listing given above, is presented in Table 2. This table describes the definition
of sadness and the actions of playing music and changing ambient colour.

Similarly, automation rules are described using the punning mechanism to attach classes to
properties of Rule instances. In the example shown in Table 3, the rule instance describes a rule that
is triggered by the event of sad emotion detection and produces the action of changing ambient colour to
green (both defined in Table 2).
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Table 1. Semantic representation of Emotion Regulator channel written in Notation3.

emo:SmartSpeaker a owl:Class ;
rdfs:label ‘‘Smart Speaker ’’ ;
rdfs:comment ‘‘This channel represents a smart speaker.’’ ;
rdfs:subClassOf emo:EmotionRegulator .

emo:PlayRelaxingMusic a owl:Class ;
rdfs:label ‘‘Play relaxing music ’’ ;
rdfs:comment ‘‘This action will play relaxing music.’’ ;
rdfs:subclassOf ewe:Action ;
rdfs:subclassOf hso:Therapy ;
rdfs:domain emo:SmartSpeaker .

emo:SmartLight a owl:Class ;
rdfs:label ‘‘Smart Light’’ ;
rdfs:comment ‘‘This channel represents a smart light.’’ ;
rdfs:subClassOf emo:EmotionRegulator .

emo:ChangeAmbientColor a owl:Class ;
rdfs:label ‘‘Change ambient color ’’ ;
rdfs:comment ‘‘This action will change ambient color.’’ ;
rdfs:subclassOf ewe:Action ;
rdfs:subclassOf hso:Therapy ;
rdfs:domain emo:SmartLight .

Table 2. Event and action instances.

:sad -emotion -detected a emo:EmotionDetected ;
ewe:hasEmotion onyx:sadness .

:play -music a emo:PlayRelaxingMusic ;
ewe:hasSong ‘‘the title of the song to be played ’’ .

:change -ambient -color -green a emo:ChangeAmbientColor ;
ewe:hasColor dbpedia:Green .

Table 3. Rule instance.

:regulate -stress a ewe:Rule ;
dcterms:title ‘‘Stress regulation rule’’^xsd:string ;
ewe:triggeredByEvent :sad -emotion -detected ;
ewe:firesAction :change -ambient -color -greenr .

4. Emotion Aware Task Automation Platform Architecture

The proposed architecture was designed based on the reference architecture for TAS [81],which
was extended to enable emotion awareness. The system is divided into two main blocks: emotional
context recognizer and emotion aware task automation server, as shown in Figure 2. Emotional
context recognizer aims to detect and recognize users’ emotions and information related to context
or Internet services and send them to the automation platform to trigger the corresponding actions.
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The automation system that receives these data is a semantic event-driven platform that receives events
from several sources and performs the corresponding actions. In addition, it provides several functions
for automating tasks by means of semantic rules and integrates different devices and services.

Figure 2. Emotion Aware Automation Platform Architecture.

4.1. Emotional Context Recognizer

The emotional context recognizer block is responsible for detecting users’ emotions and contextual
events, encoding emotions and events using semantic technologies, and sending these data to
the automation platform, where they are evaluated. The block consists of three main modules:
input analyzer, recognizer and semantic modelling. In addition, each module is composed of multiple
independent and interchangeable sub-modules that provide the required functions, with the purpose
of making the system easy to handle.

The input analyzer receives data from sensors involved in emotion and context recognition
(such as camera, microphone, wearables or Internet services) and its pre-processing. With this purpose,
the input analyzer is connected with the mentioned sensors, and the received data are sent to the
recognizer module. The recognizer module receives data captured by the input analyzer. It consists in
a pipeline with several submodules that perform different analysis depending on the source of the
information. In the proposed architecture, there are three sub-modules: emotion recognizer, context
recognizer and web recognizer. The emotion recognizer module provides functions for extracting
emotions by means of real time recognition of facial expression, speech and text analysis, and biometric
data monitoring; the context recognizer provides functions for extracting context data from sensors
(e.g., temperature amd humidity); and the web recognizer provides functions for extracting information
from Internet services. Once data have been extracted, they are sent to the semantic modelling module.
The main role of semantic modelling is the application of a semantic layer (as described in Section 3),
generating the semantic events and sending them to the automation platform.
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4.2. Emotion Aware Task Automation Server

The automation block consists in an intelligent automation platform based on semantic ECA
rules. The main goal is to enable semantic rule automation in a smart environment, allowing the
user to configure custom automation rules or to import rules created by other users in an easy way.
In addition, it provides integration with several devices and services such as a smart TV, Twitter,
Github, etc., as well as an easy way for carrying out new integrations.

The platform handles events coming from different sources and triggers accordingly the
corresponding actions generated by the rule engine. In addition, it includes all the functions for
managing automation rules and the repositories where rules are stored, as well as functions for
creating and editing channels. With this purpose, the developed platform is able to connect with
several channels for receiving events, evaluating them together with stored rules and performing the
corresponding actions.

To enable the configuration and management of automation rules, the platform provides
a graphical user interface (GUI) where users can easily create, remove or edit rules. The GUI connects
with the rule administration module, which is responsible for handling the corresponding changes in
the repositories. There are two repositories in the platform: rule repository, where information about
rules and channels is stored; and emotion regulation policies repository. The policies are sets of rules
which aim to regulate the emotion intensity in different contexts. In the smart office context proposed,
they are intended to regulate negative emotions to maximize productivity. The rules may be aimed
towards automating aspects such as: ambient conditionsto improve the workers’ comfort; work related
tasks to improve efficiency; or the rules could adjust work conditions to improve productivity. Some
examples of these rules are presented below:

(a) If stress level of a worker is too high, then reduce his/her task number. When a very high stress level in
a worker has been detected, this rule proposes reducing his/her workload to achieve that his/her
stress level falls and his/her productivity rises.

(b) If temperature rises above 30 ◦C, then turn on the air conditioning. To work at high level of
temperatures may result in workers’ stress, so this rule proposes to automatically control this
temperature in order to prevent high levels of stress.

(c) If average stress level of workers is too high, then play relaxing music. If most workers have a high
stress value, the company productivity will significantly fall. Thus, this rule proposes to play
relaxing music in order to reduce the stress level of workers.

In addition, the company human resources department may implement their own emotion
regulation policies to adjust the system to their own context. The system adapts rules based on channel
description. Rule adaptation is based on identifying if the smart environment includes the channels
used by a certain rule. The system detects available channels of the same channel class used by the rule
and request confirmation from the user to included the “adapted rule”. This enables the adaptation of
rules to different channel providers, which can be physical sensors (i.e., different beacons) or internet
services (i.e., Gmail and Hotmail). The EWE ontology allows us this adaptation by mean of OWL2
punning mechanism for attaching properties to channels [13].

With regards to event reception, these are captured by the events manager module, which sends
them to the rule engine to be evaluated along with the stored rules. The rule engine module is
a semantic engine reasoner [82] based on an ontology model. It is responsible for the reception of
events from the events manager and the load of rules that are stored in the repository. When a new
event is captured and the available rules are loaded, the reasoner runs the ontology model inferences
and the actions based on the incoming events and the automation rules are drawn. These actions are
sent to the action trigger, which connects to the corresponding channels to perform the actions.

The semantic integration of sensors and services is done based on the notion of adapters [83,84],
which interact with both sensors and internet services, providing a semantic output. Adapters, as well
as mobile clients, are connected to the rule engine through Crossbar.io (https://crossbar.io/), and IoT
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Middleware that provides both REST-through Web Application Messaging Protocol (WAMP)- and
Message Queuing Telemetry Transport (MQTT) interfaces.

Finally, the implementation of this architecture, called EWETasker, was made using PHP for the
server, HTML/JavaScript for the web client (including the GUI), and Android SDK for a mobile client.
The implementation was based on N3 technology and EYE reasoning engine (http://n3.restdesc.org/).
Several sensors and services have already been integrated into EWETasker suitable for the smart office
use case. In particular, EWETasker supports indoor and temperature sensors (Estimote bluetooth
beacons (https://estimote.com)), smart object sensor (Estimote bluetooth stickers), electronic door
control based on Arduino, video emotion sensors (based on Emotion Research Lab), social network
emotion sensor (Twitter), and mobile-phone sensors (Bluetooth, location, wifi, etc.). With regards to
corporate services, several services oriented to software consultancy firms have been integrated for
collaboration (Twitter, GMail, Google Calendar, and Telegram) and software development (Restyaboard
Scrum board (http://www.restya.com), GitHub (https://github.com) and Slack (https://slack.com)).

5. Experimentation

As already stated, the main experimental contribution of this work was the design and
implementation of an emotion aware automation platform for smart offices. In this way, we raised
four hypotheses regarding the effectiveness of the proposed system:

• H1: The use of the proposed platform regulates the emotional state of a user that is under
stressful conditions.

• H2: The actions taken by the proposed platform do not disturb the workflow of the user.
• H3: The use of the proposed system improves user performance.
• H4: The use of the system increases user satisfaction.

To evaluate the proposed system with respect to these hypotheses, an experiment with real
users was performed. For this experiment, a prototype of the proposed system was deployed, which
includes the following components. The emotion of the participants was detected from a webcam feed,
which feeds a video-based emotion recognizer. As for the semantic layers of the system, the events
manager, rule engine and action trigger were fully deployed. Finally, the actuators implemented
both hearing and visual signals using a variety of devices. Detailed information on materials is given
in Section 5.2. This section covers the design, results and conclusions drawn from the experiment,
focusing on its scope.

5.1. Participants

The experiment included 28 participants. Their ages ranged from 18 to 28 years, all of them
university students with technical background, of both genders. All of them were unaware of this work,
and no information regarding the nature of the experiment was given to the participants beforehand.
Since the proposed system is primarily oriented to technical work positions, this selection is oriented
to validate the system with participants that are currently working in technical environments, or will
in the future.

5.2. Materials

The material used for this experiment is varied, as the proposed automation system needs several
devices to properly function. Regarding the deployment of the automation system, the TAS ran
in a commodity desktop computer, with sufficient CPU and memory for its execution. The same
environment was prepared for the emotion recognizer system. For the sensors and actuators,
the following were used:

• Emotion Research software (https://emotionresearchlab.com/). This module provides facial
mood detection and emotional metrics that are fed to the automation system. This module is
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an implementation that performs emotion classification in two main steps: (i) it makes use of
Histogram of Oriented Gradients (HOG) features that are used to train with a SVM classifier in
order to localize face position in the image; and (ii) the second step consists in a normalization
process of the face image, followed by a Multilayer Perceptron that implements the emotion
classification. Emotion Research reports 98% accuracy in emotion recognition tasks.

• A camera (Gucee HD92) feeds the video to the emotion recognizer submodule.
• Room lighting (WS2812B LED strip controlled by WeMos ESP8266 board) is used as an actuator

on the light level of the room, with the possibility of using several lighting patterns.
• Google Chromecast [85] transmits content in a local computer network.
• LG TV 49UJ651V is used for displaying images.
• Google Home is used for communicating with the user. In this experiment, the system can

formulate recommendations to the user.

Participants accessed the web HTML-based interface using a desktop computer with the Firefox
browser (https://www.mozilla.org/en-US/firefox/desktop/).

5.3. Procedure

During the experiment, each participant performed a task intended to keep the participant busy
for approximately 10 min. This task consisted in answering a series of basic math related questions
that were presented to the participant via a web interface (e.g., “Solve 24 · 60 · 60”). We used a set of
20 questions of similar difficulty that have been designed so that any participant can answer them
within 30 s. The use of a web-based interface allowed us to programmatically perform the session, and
to record metrics associated with the experiment.

The workflow of the experiment is as follows. Each participant’s session is divided into two parts.
In each part of the session half of the task questions are sequentially prompted to the participant by
the examiner system. Simultaneously, the automation system is fed with the information provided by
the different sensors that are continually monitoring the participant emotional state. The experiment
finishes when all the questions have been answered. In addition, a questionnaire is given to the
participants just after the sessions concludes. These questions are oriented to offer the participant’s
view of the system. The raised questions are summarized in Table 4. Questions Q2, Q3, Q4 and Q5 are
asked twice, once in regard to the no automation part, and the other time in relation to the part with
the automation enabled. Questions Q1 and Q2 are designed so that a check of internal consistency is
possible; as, if results from these two questions were to disagree, the experiment would be invalid [86].

Table 4. Questions raised to the participants at the end of the session.

No. Hypothesis Question Formulation

Q1 H1, H2 In which section have you been more relaxed?
Q2 H1, H2 What is your comfort level towards the environment?
Q3 H3 Do you think the environment’s state has been of help during the completion of

the task?
Q4 H4 Would you consider beneficial to work in this environment?
Q5 H4 What is your overall satisfaction with relation to the environment?

The workflow of the system in the context of the experiment is as follows. While the participant
is performing the task, the emotion sensor is continuously monitoring the participant’s emotional
state. The emotion sensor uses the camera as information input, while the Google Home is used when
the user communicates with the system. This emotion-aware data are sent to the TAS, which allows
the system the have continuous reports. The TAS receives, processes, and forwards these events to
the N3 rule engine. Programmed rules are configured to detect changes in the participant emotional
state, acting accordingly. As an example, a shift of emotion, such as the change from happy to sad,
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is detected by the rule engine which triggers the relaxation actions. If a certain emotion regulation rule
is activated, the corresponding action is then triggered through the communication to the action trigger
module, which causes the related actuators to start its functioning. The configured actions are aimed
at relaxing and regulating the emotion of the participant, so that the performance in the experiment
task is improved, as well as the user satisfaction. The actions configured for this experiment are:
(i) relaxation recommendations done by the Google Home, such as a recommendation to take a brief
walk for two minutes; (ii) lighting patterns using coloured lights that slowly change its intensity and
colour; and (iii) relaxing imagery and music that are shown to the user via the TV. A diagram of this
deployment is shown in Figure 3.

:emotion-detected a emo:EmotionDetected ;
     ewe:hasEmotion :anger .

Emotion Aware TAS

Actions
Triggered

Event
received

N3 Rule
Engine

Emotion Actuators

Emotion Sensors

:play-music a emo : PlayRelaxingMusic ;
      ewe:hasSong "Relaxing Sounds" .

:change-ambient-color a emo:ChangeAmbientColor ;
     ewe:hasColor green .

User

Figure 3. Deployment for the experiment.

While the participants are performing the proposed task, the actions of the automation system are
controlled. During half of each session, the automation is deactivated, while, during the other half,
the action module is enabled. With this, we can control the environmental changes performed by the
automation system, allowing its adaptation at will.

Another interesting aspect that could be included is the integration of learning policies based on
employee’s emotional state. A related work that models learning policies and their integration with
Enterprise Linked Data is detailed in [87].

5.4. Design

The experiment was a within-subject design. As previously stated, the controlled factor is the
use of the automation system, which has two levels, activated and not activated. The automation use
factor is counterbalanced using a Latin square so that the participants are divided into two groups.
One group performs the first half of the session without the automation system, while, for the second
half of the session, the system is used. The other group performs the task inversely.

5.5. Results and Discussion

To tackle Hypothesis 1 and Hypothesis 2, Questions 1 and 2 were analyzed. Regarding Question 1,
18 respondents declared that the section with the adaptation system enabled was the most relaxing
for them. In contrast, seven users claimed that for them the most relaxing section of the experiment
was that without the adaptation system. The results from Question 1 suggest that users prefer to
use the adaptation system, although it seems that this is not the case for all the users. Regarding the
Question 2, results show that the average in the adaptation part (3.5) is higher than with no adaptation
whatsoever (2.5), as shown in Figure 4. An ANOVA analysis shows that this difference is statistically
significant (p = 0.015 < 0.05). These results support H1 and H2, concluding that users feel more
inclined to use the adaptation system rather than performing the task without adaptation.

Following, Question 3 addressed Hypothesis 3. The analysis of the results of this question reveals
that users point higher the usefulness of the environment adaptation for the completion of the task,
as shown in Figure 4. While the average for the adaptation section is 3.93, it is 2.07 for the no adaptation
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part. Through ANOVA, we see that this difference is considerably significant (p = 2.96 × 10−6 < 0.05).
As expected, Hypothesis 3 receives experimental support, indicating that the use of the automation
system can improve the performance of the user in a certain task, as perceived by the users.
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Figure 4. Results for Q2 and Q3.

In relation to Hypothesis 4, both Questions 4 and 5 are aimed to check its validity. As can be seen
in Figure 5, users consider more beneficial to work with the adaptation system enabled. The average
measure for the adaptation is 3.78, while the no adaptation environment is considered lower on
average, with 2.21. Once again, the ANOVA test outputs a significant difference between the two
types of environment (p = 0.0002 < 0.05). With regard to Question 5, the average for the satisfaction
with the adapted environment is 3.83; in contrast, the satisfaction with the no adaptation environment
is 2.17, as shown in Figure 5. After performing an ANOVA test, we see that this difference is greatly
significant (p = 1.02 × 10−10 < 0.05). Attending to this, users seem to consider the adaptation system
for their personal workspace, and at the same time, they exhibit a higher satisfaction with an adapted
work environment. These data indicate that Hypothesis 4 is true, and that users positively consider
the use of the adaptation system.
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Figure 5. Results for Q4 and Q5.
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6. Conclusions and Outlook

This paper presents the architecture of an emotion aware automation platform based on semantic
event-driven rules, to enable the automated adaption of the workplaces to the need of the employees.
The proposed architecture allows users to configure their own automation rules based on their emotions
to regulate these emotions and improve their wellbeing and productivity. In addition, the architecture
is based on semantic event-driven rules, so this article also describes the modelling of all components
of the system, thus enabling data interoperability and portability of automations. Finally, the system
was implemented and evaluated in a real scenario.

Through the experimentation, we verified a set of hypotheses. In summary: (i) using the proposed
automation system helps to regulate the emotional state of users; (ii) adaptations of the automation
system do not interrupt the workflow of users; (iii) the proposed system improves user performance
in a work environment; and, finally, (iv) the system increases user satisfaction. These results encourage
the use and improvement of this kind of automation systems, as they seem to provide users with a
number of advantages, such as regulation of stress and emotions, and personalized work spaces.

As future work, there are many lines that can be followed. One of these lines is the application of
the proposed system to other scenarios different from smart offices. The high scalability offered by
the developed system facilitates the extension of both the architecture and the developed tools with
the purpose of giving a more solid solution to a wider range of scenarios. Currently, we are working
on its application to e-learning and e-commerce scenarios. In addition, another line of future work is
the recognition of the activity, as it is useful to know the activity related to the detected emotion of
the user.

Furthermore, we also plan to develop a social simulator system based on emotional agents to
simplify the test environment. This system will enable testing different configurations and automations
of the smart environment before implementing them in a real scenario, resulting in an important
reduction of costs and efforts in the implementation.
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CHAPTER4
General Discussion, Conclusions and Future

Research

This chapter aims to provide a comprehensive overview of the work presented in the
preceding chapters. It begins by providing a general overview of the solutions proposed
in the thesis and an analysis of the results obtained. It then presents a discussion
of the main findings of the research describing their implications and significance.
Finally, the chapter concludes with a description of possible lines for future research
that can build upon the work presented in this thesis. Overall, the purpose of this
chapter is to reflect upon the research conducted and to provide a summary of the
contributions made to the field.
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4.1 Overview

The first chapter outlined the main areas this thesis has contributed to, as well as its ob-

jectives. The main goal of this thesis is to advance the research on technology-assisted

well-being promotion at work. The main issues involved in this undertaking were iden-

tified and gave rise to three contribution areas: automatic psychological awareness using

non-obtrusive methods, analysis of well-being promotion strategies, and smart environment

adaptation. As a response to these contribution areas, the following objectives were defined:

(i) specification of an approach for stress prediction using non-obtrusive methods; (ii) design

of an agent-based simulation model for understanding stress-related factors and regulation

policies in the workplace; and, (iii) development of a reference architecture for an emotion-

aware automation platform based on semantic technologies. The contributions made during

the course of the thesis are gathered under these objectives. Figure 4.1 illustrates how the

developed work is distributed along with the main objectives, showing what we contributed

to each one.

Contributions

Objectives
O3. Development of a reference architecture for
an emotion-aware automation platform based on

semantic technologies.

O2. Design of an agent-based simulation model
for understanding stress-related factors and

regulation policies in the workplace.

O1. Specification of an approach for stress
prediction using non-obtrusive methods such as
text classification and analysis of surroundings.

Semantic Modeling of a VLC-Enabled Task
Automation Platform for Smart Offices (Muñoz,
S., Iglesias, C. A., Scheianu, A., & Suciu, G.,

2022, JCR Q3)

An emotion aware task automation architecture
based on semantic technologies for smart offices
(Muñoz, S., Araque, O., Sánchez-Rada, J. F., &

Iglesias, C. A., 2018, JCR Q1)

An Emotion-Aware Learning Analytics System
Based on Semantic Task Automation (Muñoz, S.,

Sánchez, E., & Iglesias, C. A., 2020, JCR Q3)

An Agent Based Simulation System for
Analyzing Stress Regulation Policies at the

Workplace (Muñoz, S., & Iglesias, C. A., 2021,
JCR Q1)

Prediction of Stress Levels in the Workplace
Using Surrounding Stress (Muñoz, S., Iglesias,

C. Á., Mayora, O., & Osmani, V., 2022, JCR Q1)

A Text Classification Approach to Detect
Psychological Stress Combining a Lexicon-

based Feature Framework with Distributional
Representations (Muñoz, S., & Iglesias, C. A.,

2022, JCR Q1)

Mental and emotional well-being promotion in the workplace

Figure 4.1: An overview of the contributions of this thesis, organized by objective.

We conclude the thesis by summarizing the contributions and considering their relevance

in relation to the state of the art and contemporary works in the field.

One of the most relevant contributions of this thesis is the research on stress prediction

using non-obtrusive methods. With this objective, two different approaches have been con-

sidered. One of the methods exploited is the use of textual data. This method benefits from

the enormous quantity of information regarding people’s emotions, feelings, and worries con-

tained in social media services for recognizing stress. However, whereas textual data has

been extensively studied for recognizing sentiments or emotions, its use for the recognition
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of stress was still in its early. The lack of well-validated solutions that demonstrate positive

results in several corpora motivated the development of this work, described in “A text

classification approach to detect psychological stress combining a lexicon-based

feature framework with distributional representations” (Section 3.2.1). This work

presents an approach to detect psychological stress in texts combining lexicon-based features

with distributional representations. Compared with prior research, our work presents two

noteworthy contributions: a lexicon-based feature framework that exploits affective, syntac-

tic, social, and topic-related features; and a thorough evaluation of the proposed methods

using several public English datasets. Several kinds of feature sets are explored through a

lexicon-based feature framework, and three word embedding techniques are studied to ex-

ploit distributional representations. The proposed approach is evaluated on three English

public datasets, providing a baseline for other researchers. Besides, the evaluation shows

that the proposed approach improves the performance of previous work in all the datasets

that were evaluated.

This thesis also contributes to the research on stress prediction using non-obtrusive meth-

ods with a novel approach to predicting stress from surrounding stress-related data. The

proposed method uses the stress history of individuals and their close colleagues to predict

future stress levels. Thus, this method can help to address the issue of data corruption

or loss, which is common in real scenarios. The approach is presented in “Prediction of

stress levels in the workplace using surrounding stress” (Section 3.2.2). This work

also presents the validation of the approach, which is conducted through a public dataset

and with a real-life study in which 30 workers were monitored over the course of 8 weeks.

To the best of our knowledge, this is the first work on supervised stress prediction uti-

lizing surrounding stress-related data gathered from individuals and their near colleagues.

The findings of this study may have significant implications for the improvement of stress

recognition systems, as it demonstrates that surrounding stress-related data can be used

to predict stress. In this manner, a method exploiting surrounding stress data could be

integrated with other techniques such as those utilizing physiological and behavioral data,

thus decreasing the number of sensors and data required and increasing the effectiveness of

stress detection methods in situations where data is limited.

Another of the contributions of this thesis falls within the research line of validating and

evaluating well-being promotion strategies. Regarding this area, the design and development

of well-validated models that correctly represent complex human characteristics is an open

challenge for the research community. This thesis has contributed to this field by defining

a model to calculate the stress and productivity of employees based on ambient and work

conditions. The work is described in “An agent based simulation system for analyzing
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stress regulation policies at the workplace” (Section 3.2.4). The stress model proposed

is also implemented in an agent-based simulation system, empowering the analysis of how

different stress regulation policies impact occupational stress and productivity. Four different

stress regulation policies are analyzed thanks to this simulation system, providing insights

into which strategies lead to the best results. Furthermore, to guarantee the reliability of the

system and the results obtained, it was validated through a sensitivity analysis and through

its application to a real scenario. In this manner, we contribute with a validated method for

evaluating stress regulation policies in the workplace. Such method enables the simulation

of a workplace to examine how different work and ambient conditions affect workers’ stress

and productivity over time.

To conclude, this thesis contributes with the development of an emotion-aware automa-

tion platform. This platform, based on event-driven semantic rules, enables the seamless

adaptation of the environment to users’ preferences, activities, and moods. Besides, the inte-

gration of semantic technologies helps to address interoperability and vendor lock-in issues,

which are common in these kinds of systems. The architecture of this platform is presented

in “An Emotion Aware Task Automation Architecture Based on Semantic Tech-

nologies for Smart Offices” (Section 3.2.6). This work also proposes a semantic model

that covers the different components of the system: automation, emotions, and regulation

techniques. The semantic model guarantees the smooth integration of multiple devices and

services in the platform, as well as the portability of automations. Besides, the platform

was validated through an experiment in a real-settings scenario. Thus, we contributed with

a validated emotion-aware automation platform to regulate emotions free of interoperabil-

ity or vendor lock-in issues. This line of research has undergone a series of improvements

through the course of the thesis.

Firstly, it was applied to a different domain: e-learning. The rise of teleworking motivated

the adaption of such a platform to online environments. Therefore, the automation platform

was integrated with an e-learning service and provided with learning analytics capabilities.

This work is described in “An Emotion-Aware Learning Analytics System Based on

Semantic Task Automation” (Section 3.2.5). In addition to the online learning service,

several sensors were incorporated into the platform to detect the user’s level of attention

and emotion while attending the lessons. Besides, the platform was further evaluated using

partial least squares structural equation modeling (PLS-SEM) methodology. Therefore,

through this work we contributed with the adaptation of the proposed platform to a different

domain, with the integration of additional sensors, and with its thorough evaluation using

PLS-SEM methodology.
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Finally, we studied some communication improvements in the context of TETRAMAX

VLP-Automation (Task Automation based on Visible Light Positioning and Blockchain)

European project1. The communication between components in the platform was enhanced

with the integration of Visible Light Communication (VLC). Also, this project was used

as an opportunity to enhance the semantic model, making it compatible with relevant on-

tologies in the field of IoT: SSN and SOSA. This enables the representation of further

information regarding devices, communication, etc. Thus, this thesis has contributed to this

field by proposing a semantic model for a VLC-enabled automation platform. Such work is

presented in “Semantic Modeling of a VLC-Enabled Task Automation Platform

for Smart Offices” (Section 3.2.3). The work covers the design of an enhanced semantic

model for the platform, the evaluation through a set of competency questions to verify its

selection capabilities, and a prototype of architecture for a semantic VLC-enabled automa-

tion platform. The extension of the semantic vocabulary to make it compatible with SSN

and SOSA and the exploration of additional communication technologies for the platform

are the main contributions of this work.

4.2 Scientific results

The purpose of this section is to discuss the scientific results of this thesis, along with their

relation to the primary objectives described in Section 1. Each objective is accompanied

by a list of publications that have contributed to the achievement of that objective. The

referenced pages provide complete details regarding each publication, including the abstract

and full text.

1https://short.upm.es/rmdft
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4.2.1 Objective 1: Specification of an approach for stress prediction using
non-obtrusive methods

Table 4.1: Publications related to Objective 1

Page Title Impact Contribution

35 A text classification approach to de-
tect psychological stress combining a
lexicon-based feature framework with
distributional representations

JCR
2021
Q1
(7.466)

Definition of an approach to detect stress from text is
proposed combining lexicon-based features with distri-
butional representations. Proposal of a lexicon-based
feature framework to explore several kinds of feature
sets. Exploitation of distributional representations
through three word embedding techniques. Establish-
ment of a baseline for other researchers through the
evaluation of the proposed approach on three public
English datasets. (Objective-1)

55 Prediction of stress levels in the work-
place using surrounding stress

JCR
2021
Q1
(7.466)

Definition of an approach for stress prediction from the
stress history of individuals and their close colleagues.
Validation of the approach on a public dataset and
with data collected from a real-life study. (Objective-
1)

Research on automatic stress recognition systems has progressed significantly in recent years

in an effort to facilitate its early detection and prevent its associated adverse health and

economic effects. A wide range of methods based on the analysis of physiological and be-

havioural data emerged, and research in the field has proven the reliability of these methods

for the automatic detection of stress. However, the implementation of these techniques in

real-life settings often presents further challenges that diminish their feasibility in real-world

settings. The first objective of this thesis is motivated by these challenges. Intending to

facilitate the detection of stress in real environments, we have worked on a solution to detect

stress in a cost-effective and non-intrusive way. This solution has been approached from two

different directions: the analysis of textual data and the exploitation of personal and social

stress-related information.

Regarding the use of textual data, we aimed to provide a reliable method for detecting

stress from text. The scientific community has effectively exploited textual data obtained

from social media services in a broad range of mental health-related applications, includ-

ing recognition of depression (William and Suhartono, 2021) or bipolar disorder (Sekulić,

Gjurković, and Šnajder, 2018). However, existing solutions for the detection of stress have

been limited to particular data sources, and there has been a lack of thoroughly validated

methods that provide consistent results in several datasets. This made it hard to evaluate

the robustness and effectiveness of this method to detect stress. Hence, we aimed to ad-
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vance the state of the art by proposing an approach to stress detection in textual data and

assessing its effectiveness using diverse public English datasets. The method put forward

combines lexicon-based features with distributional representations in an effort to improve

classification performance.

First, a lexicon-based feature framework is proposed to help organize and characterize

features for stress detection in text. Such a framework also provides insight into which

kinds of features and lexicons are more effective. The features included in the framework

are derived from existing lexicons and analysis techniques that enable the extraction of in-

formation from textual data. A total of eleven distinct lexicons have been utilized to extract

these features. Besides, some stylistic features intended to gauge the comprehensibility and

readability of a text have been considered. This leads to a total of over 500 features of

various types and natures.

Topic

SyntacticAffective

fear

arousal

anxiety

tone

fkg

self
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horror

work

GALC SenticNetVADER
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anger

role failure
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Figure 4.2: Overview of the proposed feature framework. The blocks represent the lexicons

contributing to each set, while the circles represent example features of each set.

We divided the features into four categories in order to assess their influence depending

on their nature. This led to four sets: affective, social, syntactic, and topic-related features.

The set of affective features encompass those related to emotions (e.g., fear, sadness, joy),

sentiment (positive, negative, or neutral), and moods (e.g., anxiety, attention, nervousness).

This set is represented in all used lexicons, resulting in a total of 173 features. This set

includes, for example, the following features: fear, anxiety, or arousal. Features related to

social relations fall under the social set, which includes categories such as trust, deception,
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or gratitude. This set consists of 65 features derived from the lexicons Empath, Linguistic

Inquiry and Word Count (LIWC), Geneva Affect Label Coder (GALC), General Inquirer

(GI), Laswell, and EmoLex. The syntactic set consists of 75 features extracted from LIWC

and GI, in addition to two stylistic features: Automated Readability Index (ARI) and Flesch-

Kincaid Grade Level (FKG). Features in this set are related to the style and language used

in the text. Tone, self and fkg are instances of features that belong to this set. Lastly, the

topic set contains 272 features that refer to different topics existing in the text. Empath,

LIWC, Laswell, and GI dictionaries include features of this kind, like horror, aggression, or

work. Fig. 4.2 illustrates these feature sets, indicating the lexicon contributing to each set

along with a few examples of features.

A preliminary analysis of this framework suggested that affective features are those which

provide more information regarding the detection of stress. Besides, this framework was used

as the basis for a machine learning model to develop a stress classifier. Then, two additional

stress classification models were proposed to identify which method performs better in the

detection of stress from text: a distributional representation model and an ensemble model

that combines lexicon-based features with distributional representations.
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(c) Ensemble model

Figure 4.3: General architecture representation of the proposed models.

The distributional representation model is founded on the use of word embedding tech-
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niques. Word embeddings are a method of distributed text representation that assigns

similar representations to words that share similar meanings (Mikolov et al., 2013). This

enables the transformation of text into vector representations that encode semantic and

syntactic information. Some popular word embedding techniques are Word2Vec (Mikolov

et al., 2013), Global Vectors for Word Representation (GloVe) (Pennington, Socher, and

Manning, 2014) and FastText (Joulin et al., 2016). Each method presents a distinct way

of learning the embedding matrix. Whereas how each technique affects the classification

performance has been studied in many sentiment analysis-related problems, it has not been

thoroughly analyzed for the detection of stress. Consequently, to evaluate the impact of each

technique on the stress detection performance, the three outlined techniques were applied

to the extraction of word vectors and evaluated separately.

Finally, to enhance the classification performance, an ensemble model that takes into

account both distributional representations and lexicon-based features was proposed. This

model combines the word embedding vector representation of each text instance with the

lexicon-based feature vector extracted from it. Therefore, the information from word em-

beddings is combined with the affective and lexical information obtained from lexicon-based

features. This combination of information may enhance the performance of a classifier al-

gorithm learning from this combined set compared to one that only learns separately from

word embedding or lexicon-based features data. The general architecture representation of

the proposed models is shown in Figure 4.3.

These models were validated through an experimental study across three English public

datasets from different sources (Reddit, Twitter, and personal interviews). In this manner,

we contributed with the validation of the proposed method in different datasets, establishing

a baseline for other researchers. Furthermore, the experimental study allowed us to assess

the effectiveness of distinct lexicons or word embedding methods and to gain insight into

which models and techniques are more effective for stress detection across different corpora.

According to the results, the combination of lexicon-based features with distributional

representations is the best-performing approach. The Friedman test confirmed these results

and demonstrated their statistical relevance. Regarding the different kinds of features, the

obtained results confirmed that affective features yield better results in text classification

of stress. However, incorporating syntactic and topic-related features can further improve

classification performance. Out of the various lexicons used, LIWCand GI were found to be

the most effective in terms of performance. These lexicons incorporate features of all kinds

and are the only ones that furnish syntactic features. Finally, with regard to how each word

embedding technique performs, the statistical results indicate that FastText embeddings are
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the most effective distributional representation technique for this task.

The experiments also showed that the proposed model demonstrates superior perfor-

mance in comparison to earlier works on stress detection from text. Our approach makes

two notable contributions when compared to prior works: the evaluation and validation

across data from multiple corpora and the comprehensive study of different feature extrac-

tion techniques. Compared with other stress detection solutions (Panicker and Gayathri,

2019), stress detection from text attains comparable performances while involving less com-

plex or expensive implementations. In addition, the proposed techniques can be incorporated

into existing software solutions, enabling real-time stress detection and decreasing the costs

of complex hardware implementations. For instance, these methods could be integrated

into existing software solutions like a company communication platform or social messaging

apps. This would allow managers to conveniently monitor their employees’ stress levels and

users to have a better understanding of their personal state.

The complete work is presented in the journal publication “A text classification ap-

proach to detect psychological stress combining a lexicon-based feature frame-

work with distributional representations” (Section 3.2.1).

The other direction followed to tackle the challenge of stress detection in real environ-

ments is based on the exploitation of personal and social stress-related information. In this

regard, we aimed at taking advantage of the contagious nature of stress and its proneness

to be affected by surroundings (Dimitroff et al., 2017) for enabling the prediction of stress

values in the presence of scarce data. We sought to investigate how utilizing stress-related

data from past measurements, and near colleagues can aid in enhancing stress recognition

performance in a non-intrusive and cost-effective manner. This could reduce the number of

sensors and data required, as it enables the use of the data obtained from specific individ-

uals to the prediction of the stress levels of other individuals. Additionally, it can also be

employed to predict an individual’s stress level at a specific time when data corruption or

loss has occurred. Therefore, it can help to facilitate the task of automatic stress detection.

With this objective, we proposed a machine learning method that uses surrounding

stress information to predict the current stress levels of an individual. We considered the

surrounding stress data to be a compound of two factors: the personal component and the

social component. The personal component refers to the individual’s previous stress levels,

and the social component refers to the stress levels of the individual’s nearest colleagues.

We define nearest colleagues as those who are physically near the individual, as determined

by smartphone sensor data, including WiFi, cell, and GPS location. The self-reported stress

level (low, moderate, high) is the target class to predict, while the surrounding stress data

158



is used as input attributes.

Figure 4.4 depicts an overview of the proposed model. As depicted, the surrounding

stress information goes through two distinct processing modules. These modules receive the

previous stress levels from the individual and their nearest colleagues as input, generate a

feature vector representing this information, and output this vector. The feature vectors

are then concatenated and fed to a machine learning classifier, which generates a prediction

founded on the provided information.

Subject's stress level
history and colleagues'

current stress levels

Subject's
current stress

level

Sequence extraction

Statistical features
extraction

Classifier

Classification result

Sequence features

Statistical features

Figure 4.4: General architecture representation of the method to predict stress based on

surroundings

With the aim of enhancing stress prediction performance, we explored different ways

to combine the information. Consequently, three distinct models were defined: (i) using

only sequential data (MSEQ); (ii) using only statistical features (MSF ); and (iii) using a

feature ensemble of sequential and statistical data (MFE). The first model is focused on

predicting stress using only the sequential data of the surrounding stress. This sequential

data is comprised of the individual’s stress levels ordered chronologically for a specific time

frame. The second model exploits various statistical features extracted from the surrounding

stress data to make predictions. The extracted features are shown in Table 4.2. Lastly, the

third model merges both sequential and statistical features into one feature set, thereby

leveraging the complementary information they provide to improve prediction performance.

In addition, to investigate the impact of the personal and social stress components on

each model, three distinct methods were proposed for calculating the surrounding stress

data. Each of these methods computes the surrounding data using different components:

(i) only personal data; (ii) only social data; and (iii) both personal and social data. In this

manner, our work contributed with a novel approach for stress prediction and provided a

study on the techniques that led to the best performance.
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Table 4.2: Statistical features extracted from the data.

Feature Formula Description

avg Eavg = 1
w

∑t−w
i=t ei Average of all levels

std Estd =
√

1
w−1

∑t−w
i=t (ei − e)2 Standard deviation of all levels

max Emax = maxE(T ) Maximum value between levels

min Emin = minE(T ) Minimum value between levels

last Elast = et Last value of all levels

∆ E∆ = et − et−w Total level increment

δ Eδ = et − et−1 Last level increment

An experimental study was conducted to comprehensively evaluate the performance of

each model in multiclass stress prediction and determine the optimal resources and methods.

The main objective of the experiment was to gain insight into whether surrounding stress

information can support the prediction of stress and which model is better suited to this

task. Three different scenarios were designed to isolate the effects of the personal stress

component, the social stress component, and the combination of both. This allowed for a

detailed analysis of the contribution of each component to the overall performance of the

models.

To this aim, we used a previously gathered dataset comprising psychological self-assessment

data obtained from standardized, validated questionnaires and unobtrusive sensor infor-

mation collected from smartphones. These data were collected during an eight-week-long

real-world study involving 30 participants. Furthermore, to establish the generalizability of

our proposed method, we performed an external validation using an independent dataset

known as StudentLife (R. Wang et al., 2014). This dataset contains real-world behavioral

data collected from students over the course of an entire university course. This served to

provide insight into the generalizability of our proposed method across different contexts

and populations.

The experiments showed that our approach yielded promising performance. Hence, it

is reasonable to assume that surrounding stress-related information can be relevant and

support the prediction of stress. Also, the statistical analysis revealed that incorporating

both personal and social stress information into the prediction model yielded the highest
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performance in terms of stress prediction accuracy. This finding highlights the importance

of considering multiple sources of information in stress detection, as it leads to a significant

enhancement in comparison to other methods. If we compare it with the use of only one

kind of data, the analysis of the results indicates that utilizing personal stress data alone

outperforms utilizing social stress data alone, thus indicating the importance of individual-

specific information in the prediction of stress levels.

Finally, regarding how different feature extraction methods can improve stress prediction

performance, the analysis of the results revealed that combining sequential and statistical

features is the most effective method for improving stress prediction performance. This

approach, which combines both types of features, was shown to yield the highest performance

results across all experimental scenarios.

On the basis of these results, we concluded that the use of surrounding stress-related

information could yield relevant performance in stress prediction. Our findings are consistent

with current research on the phenomenon of affective state contagion in interpersonal social

interactions, which highlights the significant impact that close individuals can have on an

individual’s affective state. (Dimitroff et al., 2017; Engert, Linz, and Grant, 2019; Jia and

Cheng, 2021; Petitta et al., 2021). Additionally, our results align with existing research on

the impact of historical affective information on future emotional states (Hollis et al., 2017;

Goodday and Friend, 2019). The results of our study have significant implications for the

development of stress prediction methods. The approach presented here could be integrated

with other techniques, like those utilizing physiological and behavioral data, to enhance the

accuracy of stress level predictions. Incorporating personal and social stress-related data into

the prediction model could improve the efficiency of the system by reducing the need for

multiple sensors and a large amount of data and increase the effectiveness of stress detection

in situations where available data is limited.

In conclusion,this thesis has contributed with a contagion model for predicting occupa-

tional stress that has been validated in a real scenario. The findings of this article point

to the importance of taking a holistic approach to tackling occupational stress, rather than

focusing solely on individual employees, when addressing the well-being of the workforce.

The described work on predicting stress based on surrounding stress-related data is pre-

sented in the paper “Prediction of stress levels in the workplace using surrounding

stress” (Section 3.2.2). To the best of our knowledge, this is the first research into the use

of surrounding stress-related information to forecast future stress levels. Our study of the

relationship between surrounding stress and workers’ stress has the potential to open new

avenues of research to enhance future monitoring systems, providing a deeper understanding

161



of occupational stress, its effect on worker health, and the management of human resources.

4.2.2 Objective 2: Design of an agent-based simulation model for under-
standing stress-related factors and regulation policies in the workplace

Table 4.3: Publications related to Objective 2

Page Title Impact Contribution

89 An agent based simulation system for
analyzing stress regulation policies at
the workplace

JCR
2021
Q1
(3.817)

Development of a stress model that incorporates both
work and ambient factors to determine the stress lev-
els and productivity of employees. Development of
an agent-based simulation system where to implement
this model, enabling the examination of occupational
stress and productivity under various stress regulation
strategies. Analysis of distinct stress regulation poli-
cies using the developed system. Validation of the
model with a sensitivity analysis and with a real ex-
periment in a real-settings scenario. (Objective-2)

The vast impact that occupational stress has on society has boosted the interest and re-

search on prevention strategies. One of the critical issues in this regard is identifying the

foremost provoking factors (or stressors). Identifying stressors helps to prevent stress and

enables the design and implementation of stress regulation policies that decrease its harmful

effects. Nevertheless, the reconditeness of human behavior coupled with the economic costs

associated with implementing and validating interventions are known obstacles to the effec-

tive deployment of these policies. Therefore, there is a need for solutions that enable the

validation of the suitability and efficacy of promotion strategies before their implementation.

This challenge shapes the second objective of this thesis. Our goal is to facilitate the design

and evaluation of well-being promotion and stress regulation strategies. With this aim, we

propose a solution based on agent-based simulation and modeling techniques.

Agent-based simulation techniques provide an alternative method to assess a wide range

of behavioral dimensions or parameters without incurring the cost of implementing complex

systems. Their distinctive characteristics have given them a well-established role in the

examination of human behavior, including in the field of work-related stress (Page and

Ashlock, 2015; Duggirala et al., 2016). Despite the advancements made, the design of reliable

agent behavior models is still an open challenge because of the vast amount of different

variables associated with human behavior (Elkosantini, 2015b). These variables are usually

tough to quantify, calibrate, and even justify. Consequently, existing solutions often focused

on specific factors, and there was a lack of validated broad models that considered multiple
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aspects of the work environment. This work aims to fill this gap with the development and

evaluation of an agent-based simulation system that helps to evaluate occupational stress

regulation strategies. The system integrates a stress model based on existing literature that

considers work and ambient conditions.

Our first contribution in this field is the definition of a workplace stress model. The

defined model is based on the Silverman’s stress model (Silverman, 2001). This model

proposes that stress is comprised of three fundamental elements: Event Stress (ES), Time

Pressure (TP), and Effective Fatigue (EF). In the occupational context, Event Stress can

be attributed to a significant increase in work volume or demands, Time Pressure to the

relation between the time required to complete pending tasks in an individual’s task queue

and the remaining work time available, and Effective Fatigue to the accumulated exhaustion

stemming from performing work-related tasks and the effect of external factors. In this way,

the stress level is given by Equation 4.1:

S =
ES + TP + EF

3
(4.1)

where stress (S) and all the elements that compound it range between 0 and 1.0. A

stress level of 0 indicates that the agent is over-confident and free of stress, 0.5 represents a

neutral state, and 1.0 denotes the state of maximum stress.

The original model and existing works based on it (Duggirala et al., 2016; Hayatnagarkar

et al., 2016) incorporate specific workload-related factors to calculate each stress component,

such as the number of tasks and the available time to complete them. According to previous

works, Event Stress is determined as the ratio between the number of tasks received in a

day and the average number of tasks an individual is accustomed to handling. Thus, for an

individual who typically handles 20 tasks per day, if they receive 30 tasks on one particular

day, the contribution of the Event Stress component will be 0.75. Similarly, if that same

individual receives ten tasks on another day, the contribution will be 0.25. Likewise, Time

Pressure is computed based on the relationship between the time needed to complete a

task accurately and the actual time available for the task. Hence, for an individual whose

pending tasks ideally should take 30 minutes to complete but only has 20 minutes available,

the stress impact of TP will be 0.6.

The third stress component, Effective Fatigue, is composed of contributions from multiple

parameters known as Performance Moderator Functions (PMF), which can have a positive

or negative contribution. Negative stressors are those that raise effective fatigue, whereas

positive stressors are those which decrease it. EF is computed as the normalized sum of all
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PMFs as depicted in Equation 4.2:

EF =
1

N

N∑

i=1

(

negative stressors︷ ︸︸ ︷
WPMFi

WPMFi + FTi
− WPMFi

10︸ ︷︷ ︸
positive stressors

) (4.2)

where WPFMi represents the weight of the PMF, FTi represents the fatigue tolerance

of an individual to the PMF (0 ≤ FTi ≤ 1), and N is the number of PMFs.

Based on this model, our research aimed to explore the effects of different ambient and

work factors to further develop it. The main novelty in our model is the integration of

ambient conditions and additional work conditions, for example, by analyzing the impact of

working overtime hours or the interruptions caused by electronic communication (i.e., email

and messaging apps). The illustration presented in Fig. 4.5 provides a general overview of

the model design, depicting the three stress components and the factors that contribute to

them.

Effective fatigue

Time pressure

Event stress

Stress ProductivityAvailable time 
Required time 

Number of tasks 

Rest 
Email
Noise 
Temperature 
Music 
Overtime 

Silverman's model

Inverted-U model

Figure 4.5: Stress model for agent-based simulation

As can be seen in the figure, we extended the model by including several factors that affect

effective fatigue. With this aim, the literature regarding stress sources was exhaustively

analyzed. Then, the contributions of each factor to occupational stress were estimated

according to the findings of relevant works in the field to design the model as reliable as

possible. Table 4.4 shows the factors that have been included along with their contribution

to effective fatigue.

Besides, we also integrated the Yerkes-Dodson Inverted-U model of stimuli and perfor-

mance (Yerkes and Dodson, 1908) to calculate productivity from the stress level. This model

describes the relationship between stress and performance and establishes the need to have

an optimal arousal level to achieve maximum performance. If the level of arousal exceeds

or falls short of the optimal level, performance will be negatively impacted.

In addition to the definition of the model, we intended to contribute with the development
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Feature Contribution Description Source

Temperature

and humidity

If WBGT ≤ 20 ºC

or WBGT ≥ 25 ºC:

WPMFt = 0.04 · |WBGT − 22|

An increase in the difference between

the current wet-bulb globe

temperature (WBGT) and the ideal

WBGT (22 ºC) will increase the

effective fatigue

E. Somanathan et

al. (Somanathan

et al., 2021)

Overtime

hours
WPMFo = 0.021 ·Oh

Working overtime hours (Oh) will

increase the effective fatigue

M. Singh et

al. (Singh et al.,

2016)

Rest time WPMFr = 0.016 ·Rt

Taking a break (Rt) will decrease

effective fatigue

A. Dababneh et

al. (Dababneh,

Swanson, and

Shell, 2001)

Noise
If NL ≥ 65 dB:

WPMFn = 0.03 · (NL − 65)

If the noise level (NL) increases over

a certain limit (65 dB), the effective

fatigue will also increase

L. E.

Maxwell (Maxwell,

2016)

Electronic

communica-

tion

WPMFe = 0.0029 · Er

The effective fatigue will increase

with the number of emails or

messages received (Er)

K. Kushlev et

al. (Kushlev and

Dunn, 2015)

Table 4.4: Contribution of Performance Moderator Functions to effective fatigue

of a simulation system that facilitates the analysis of stress regulation strategies. This

system, which integrated the previously defined stress model, was designed with the primary

objective of providing a reliable representation of the work environment. In this way, the

system allows the user to effortlessly adjust several different parameters of the simulation

using the graphical user interface. In addition, the graphical interface shows real-time data

during the simulation run. After completion, it stores all the data for later examination and

representation.

To give insight into the effectiveness of stress regulation strategies, a set of policies were

evaluated through the developed system. These policies were based on the adaption of the

workload and ambient conditions and included different levels of automation to conduct

these adaptations. For each automation scenario, stress and productivity-related data, such

as stress level and the number of completed tasks, were measured and analyzed. The results

of the simulation suggested that stress regulation policies based on the adaption of workload

conditions were successful in regulating stress levels and enhancing performance. Besides, the

study showed that regulation policies based on ambient adaption had a lower overall impact

on stress levels compared to those based on workload adaption but helped in preventing
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stress peaks.

Lastly, we conducted a validation of the proposed system in order to verify its reliability.

This validation was performed from two points of view: through a sensitivity analysis and

through a real experiment. A sensitivity analysis is a popular technique for the validation

of agent-based simulation systems. It can reveal which components of a model have a

more significant influence on the results and how each component interacts with each other

to influence model outcomes (Borgonovo et al., 2022). The results showed that workload

conditions have a greater impact on stress and validated that the influence of the different

input variables on the output is consistent with what was expected based on the design of

the model.

In addition, we validated the conclusions drawn from the simulation with a real experi-

ment with 20 real participants. Participants were supposed to complete a set of programming

tasks with different duration and difficulties, while their stress level was measured through

biometrical signals and a questionnaire. In order to analyze the effect of the adaptation

policies, the participants were split into two groups: the control group and the treatment

group. Participants assigned to the control group conducted the experiment without the

implementation of any form of adaptation or automation. Conversely, those assigned to the

treatment group conducted the experiment utilizing the adaptation system.

Data from questionnaires revealed that users feel more inclined to use the adaptation

system rather than perform the task without adaptation. Furthermore, the results obtained

from biometric data were consistent with this idea, indicating that the participants’ stress

level was lower with the automatic adaptation enabled. To conclude, quantitative data ex-

tracted from the experiment itself, such as the number of tasks completed, supported the

idea that the automation of the environment helped to enhance productivity. These out-

comes are consistent with those obtained from the simulation, thus confirming the reliability

of the proposed system.

The complete work is presented in “An agent based simulation system for analyz-

ing stress regulation policies at the workplace” (Section 3.2.4). The work contributes

with a stress model to analyze the influence of different factors on stress. Besides, a simula-

tion system integrating this model was developed and validated. The findings in this work

confirm the potential of agent-based simulation technologies to contribute to the prevention

of stress, thanks to the advantages they offer in the identification of stress causes and the

design and evaluation of regulation policies.
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4.2.3 Objective 3: Development of a reference architecture for an emotion-
aware automation platform based on semantic technologies

Table 4.5: Publications related to Objective 3

Page Title Impact Contribution

128 An Emotion Aware Task Automation
Architecture Based on Semantic Tech-
nologies for Smart Offices

JCR
2021
Q1
(3.847)

Design of an emotion aware automation platform ar-
chitecture for smart offices. Definition of a semantic
model covering the different components of the system:
automation, emotions, and regulation techniques. Im-
plementation and evaluation of the proposed architec-
ture in a real scenario. (Objective-3)

103 An Emotion Aware Task Automation
Architecture Based on Semantic Tech-
nologies for Smart Offices

JCR
2021
Q3
(2.690)

Integration of the emotion aware automation platform
with an e-learning service. Design and implementation
of an emotion-aware learning analytics architecture.
Validation of the platform using partial least squares
structural equation modeling (PLS-SEM) methodol-
ogy. (Objective-3)

69 Semantic Modeling of a VLC-Enabled
Task Automation Platform for Smart
Offices

JCR
2021
Q3
(2.690)

Improvement of the communication between compo-
nents in the automation platform with the integra-
tion of Visible Light Communication (VLC). Design of
an enhanced semantic model for the platform that in-
cludes relationships with known ontologies in the IoT
field. Definition of a prototype of architecture for a
semantic VLC-enabled automation platform. Evalua-
tion of the model through a set of competency ques-
tions to check its selection capabilities. (Objective-3)

The evolution of ambient intelligence has opened many new opportunities to improve peo-

ple’s well-being. One of the opportunities these technologies offer is their application to

working environments to increase the comfort and productivity of employees. To this end,

the environment must be adaptive to workers’ moods and needs. Recognition and interven-

tion processes that automatically detect and regulate the individual’s psychological state

must be seamlessly and continuously integrated to guarantee the efficacy and efficiency of

well-being promotion strategies. However, the wide variety of components and technologies

involved in these systems often entails a significant challenge: the interoperability between

these components. The third objective of this thesis is motivated by this challenge. Hence,

this thesis aims to advance state of the art in smart environment adaption with a reference

architecture for an emotion-aware automation platform based on semantic technologies.

Over the last few years, there has been a boost in the research on pervasive environments

that automatically adapt to users’ needs. Despite the recognised importance of emotion

awareness and semantic modelling in the context of intelligent automation, our review of
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the current literature suggests that there is a lack of research that addresses the integra-

tion of these concepts within a unified platform. Furthermore, the absence of a common

representation and modeling for data and components in these systems raises the challenge

of integrating additional devices or services and tailoring them to further scenarios. In this

thesis, we aimed to advance the state of the art with a solution that fills this gap.

With this aim, we defined a semantic model for an emotion-aware automation platform.

The core of the model is based on the EWE ontology (Coronado, Carlos A Iglesias, and

Serrano, 2015), a vocabulary specifically devised to model the most relevant elements of

TASs in a descriptive way. Besides, to model the platform’s emotion-related components,

the defined model was integrated with Onyx ontology (Sánchez-Rada and Carlos A. Iglesias,

2016), a vocabulary specifically designed for the representation of emotions and emotion

detection processes. The main classes of these ontologies are described in Section 1.2.3.

emo:VideoCamera a owl:Class ;

rdfs:label "A video camera able to detect emotions." ;

rdfs:subClassOf emo:EmotionSensor .

emo:EmotionDetected a owl:Class ;

rdfs:label "Event representing the detection of an emotion";

rdfs:subClassOf ewe:Event ;

rdfs:domain emo:EmotionSensor .

emo:SmartLight a owl:Class ;

rdfs:label "Smart Light" ;

rdfs:subClassOf emo:EmotionRegulator .

emo:ChangeAmbientColor a owl:Class ;

rdfs:label "Change ambient color";

rdfs:subClassOf ewe:Action ;

rdfs:domain emo:SmartLight .

Listing 4.1: Semantic representation of an emotion sensor and an emotion regulator channel

written in Notation3

The class ewe:Channel was sub-classed in order to provide a class representing a device or

service able to provide emotion-related capabilities. In this manner, a class emo:Channel was

created in order to provide an emotional channel class that handles the generation and trigger

of events and actions associated with emotions. The channels emo:EmotionSensor and

emo:EmotionRegulator were derived from this class. The former generates events associated

with the recognition of emotions, while the latter provides actions that are intended to
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regulate these emotions. These classes enable the representation of any device or service

able to detect or regulate emotions. Events and actions provided by these emotional channels

may include parameters. To enable the representation of emotion-related parameters, a new

class was defined sub-classing ewe:Parameter and onyx:Emotion. In this manner, emotions

can be modeled as parameters of events or actions while exploiting the valuable properties

and relationships provided by the Onyx ontology.

The proposed model can be used for the modeling of all components in the platform. For

example, let us consider a scenario consisting of a smart office with emotion detection and

regulation capabilities. The environment includes video cameras to detect the emotions of

users and smart lights whose color, temperature, and brightness can be adjusted to empower

emotion regulation. These devices can be easily represented using the emo:EmotionSensor

and emo:EmotionRegulator classes. Listing 4.1 shows the modeling of this example written

in Notation3.

An instance of events and actions with specific parameters, based on the concepts defined

in the previous listing, is depicted in Listing 4.2. This listing shows the modeling of the

event of sadness detection and the action of changing ambient color to regulate the emotion.

:sad-emotion-detected a emo:EmotionDetected ;

ewe:hasEmotion onyx:sadness .

:play-music a emo:PlayRelaxingMusic ;

ewe:hasSong "the title of the song to be played".

:change-ambient-color-green a emo:ChangeAmbientColor ;

ewe:hasColor dbpedia:Green .

Listing 4.2: Event and action instances

Likewise, automation rules can be represented by utilizing the punning mechanism to

link classes to properties of Rule instances. An example of this is depicted in Listing 4.3,

where we can see the definition of a rule instance representing a rule that is triggered by the

event of sad emotion detection and fires the action of changing ambient color to green (both

defined in Listing 4.2).

:regulate-stress a ewe:Rule ;

dcterms:title "Stress regulation rule "^xsd:string ;

ewe:triggeredByEvent :sad-emotion-detected ;

ewe:firesAction :change-ambient-color-green .

Listing 4.3: Rule instance
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Besides, this thesis also contributed with a reference architecture for an emotion-aware se-

mantic automation platform. The proposed platform integrates the defined semantic model

and is based on the reference architecture for TAS (Coronado and Carlos A Iglesias, 2015).

However, it was expanded to enable emotional awareness. The proposed system consists

of two primary modules: an emotional context recognizer and an emotion-aware task au-

tomation server. The former is responsible for the collection of users’ emotions and context-

related information and their delivery to the automation platform. This platform receives

this information and evaluates it to trigger the corresponding actions. The received events

are evaluated along with a set of rules that can be configured and managed through the

platform. To perform the evaluation, the module also integrates the semantic rule engine

EYE (Verborgh and De Roo, 2015), which handles the logical reasoning of the received

events and configured rules and generates the corresponding actions that must be triggered.

An overview of this architecture is depicted in Figure 4.6.

Figure 4.6: Emotion Aware Automation Platform Architecture

A set of devices and services has been integrated into the system, including several

sensors and actuators that serve as an information source or as action executors to adapt

the environment. Thereby, the platform empowers users to effortlessly define and configure

their own automation rules to tailor their environment with the aim of improving their
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comfort and productivity. The effectiveness of the proposed platform was evaluated through

an experiment with 28 participants in a real-world scenario.

The results obtained from the experiment demonstrated the effectiveness of the proposed

system, concluding that users positively evaluate the use of the adaptation system and prefer

it to perform the task without adaptation. Furthermore, users experience greater satisfaction

with an adapted work environment, and as a result, they consider the implementation of

an adaptation system for their workspace. Besides, the results suggest that the automation

system can contribute to enhancing the performance of the user in a particular task.

This work is described in the journal article “An Emotion Aware Task Automation

Architecture Based on Semantic Technologies for Smart Offices” (Section 3.2.6).

Given the positive results obtained with the implementation of the automation platform

in a work-based scenario, we worked on adapting it to a different context: the e-learning

context, since it allows us to test it seamlessly. E-learning has become an integral part of

the academic landscape due to the wide range of opportunities it provides for the learning

experience. Nonetheless, these platforms often lead to an exacerbation of difficulties in

communication between teachers and students, resulting in a decrease in emphasis on the

human aspect of learning. Also, whereas recognizing students’ emotions seems essential to

stimulate their learning process, there are few real implementations of these platforms that

include emotion recognition. Therefore, we have worked to fill this gap with the integration

of the semantic automation platform in an e-learning environment.

With this purpose, we proposed an emotion-aware e-learning platform architecture that

automatically monitors students’ emotions, engagement, and attention, aiming to enhance

their academic performance. Such a platform gives educators the capability to consider this

information and tailor their materials and methods as needed. Also, the platform integrates

ambient intelligence technologies to adapt the environment to the students’ moods, taking

advantage of the growing prevalence of intelligent devices.

The existing e-learning literature was reviewed to identify the main requirements that

such an architecture should address (Horton, 2011; Bentley, Johnston, and Baggo, 2002;

Keller and Suzuki, 2004). Then, a reference architecture meeting these requirements was

designed and developed.

The usefulness of the platform was validated using PLS-SEM methodology (Fornell,

1994). An experiment involving 30 participants was designed to verify that the use of the

platform enhances user satisfaction and helps students to achieve better academic results.

During the course, the e-learning system received information gathered from sensors that
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continuously monitored the emotional and attention states of participants. The emotional

and attention states of participants triggered specific adaptation rules, including adjustments

to light color or music. Furthermore, participants were able to visualize their emotions

through the developed dashboard. Once the lesson concluded, a questionnaire was given to

the participants with questions related to the participant’s opinions about the platform.

The analysis of the results showed that emotional information contributes to improving

user satisfaction and benefits. Additionally, we also noted that the system quality also leads

to an enhancement of user satisfaction and benefits. The PLS-SEM analysis also validated

the structural model, confirming the validity of the findings obtained from the experiment.

This work was published in the journal article “An Emotion-Aware Learning Ana-

lytics System Based on Semantic Task Automation” (Section 3.2.5). The findings

of this work promote the utilization and enhancement of this kind of e-learning system.

Cording to the results, they offer users a set of advantages, including the assessment of their

affective state or concentration level and the adjustment of the environment to their feelings

and needs. In this way, this work contributes to the research on mental and emotional well-

being promotion in distance educational environments with an architecture for an emotion

aware e-learning platform based on semantic technologies. Such architecture provides the

students with attention and mood regulation capabilities and helps to decrease communica-

tion barriers between teachers and students in distance learning environments. In addition,

the application of a semantic layer enables data interoperability and portability of compo-

nents. This is a significant characteristic compared with previous works, as the integration

of semantic technologies and emotion regulation techniques in a unified e-learning platform

had not been thoroughly explored.

Finally, an enhancement was conducted regarding the communication technologies in-

volved in the automation platform. In the context of the TETRAMAX VLP-Automation

European project, the platform was extended to support Visible Light Communication

(VLC). VLC enables the exploitation of the visible light bandwidth to transmit information

using the lights present in an environment (e.g., Light Emitting Diode (LED) lights). For

this work, we cooperated with partners who have extensive experience in developing VLC

systems.

On the occasion of the extension of the platform, we also took the opportunity to extend

the semantic model and make it compatible with one of the preeminent ontologies in the

IoT field: SSN (Compton et al., 2012). Hence, a vocabulary with the relevant associations

between ontologies was specified. Such vocabulary facilitates the semantic representation

of all entities in the smart office environment. It is founded on two ontologies: SSN (and
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its core, SOSA) and EWE, and its selection capabilities were evaluated through a set of

Competency Questions (CQs).

Compared with other automation or intelligent systems (Sahil Gupta and Swati Gupta,

2021; Bhatia and Sood, 2019; Ullo and Sinha, 2020), the proposed automation platform

presents some advantages. Some of these advantages are related to the use of VLC as

communication technology: alleviation of the load of the RF spectrum, prevention of the

electromagnetic interference, and reduction in operating costs and carbon footprint. How-

ever, the main advantages derive from the use of a semantic model for representation and

organization of all the components within the intelligent environment. This approach not

only facilitates interoperability and scalability of the system but also enables easy access to

linked data related to the components thanks to its straightforward and common represen-

tation. By leveraging this feature, users are able to access complementary information from

external sources regarding the different elements of the platform. The integration of this in-

formation from external sources allows the users to expand the scope of their queries, thereby

providing a more comprehensive understanding of the platform and its components. Overall,

the use of a semantic model in this platform offers a number of benefits that contribute to

its effectiveness and usability.

The proposed semantic model for a VLC-enabled task automation platform was pub-

lished as a journal article, “Semantic Modeling of a VLC-Enabled Task Automation

Platform for Smart Offices” (Section 3.2.3). Therefore, the main contributions of this

work are the exploration of additional communication technologies for the platform, and the

extension of the semantic vocabulary. This extension enables the representation of all the

components in the platform using the most prominent IoT ontology (SSN), expanding the

information provision and reasoning capabilities of the platform.

4.3 Applications

The findings of this thesis have advanced the understanding of well-being promotion in

ways that go beyond the results presented in the preceding section. The list of contributions

includes the translation of the scientific outcomes of this thesis into practical applications

in industry. In this regard, results from this thesis have been used in research projects at

European and national levels:

• The national project COGNOS (Agentes Cognitivos para la Interacción Personal Se-

gura y Emotiva en Entornos de Movilidad) 2 (Jan 2019 - Dec 2022) aims to investigate

2COGNOS project: https://short.upm.es/jh7mb
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the application of affective computing and agent technologies for achieving empathetic

social interactions in a secure and trustworthy interaction environment. To this aim,

the project proposes to advance research on different techniques to analyze the human-

computer interactions in the system in several modalities, including the use of different

sources such as text and biometric signals. The COGNOS project exploits results from

two areas of this thesis: it uses the approaches to recognize stress for doting the agents

with the capability to detect the psychological state of the users, and it uses the work

on agent-based simulation techniques for stress regulation in the design of emotion reg-

ulation techniques. These approaches are results from Objective 1 and Objective

2.

• The European project TETRAMAX VLP-Automation (Task Automation based on

Visible Light Positioning and Blockchain) European project3 (Sep 2021 - May 2022)

aims to design and implement a task automation and access management platform

based on blockchain and Visible Light Communication technologies. The developed

platform is able to detect context-related information, such as the location of objects

or people using the LED lighting infrastructure and the automation of tasks based on

this information. The platform used in this project has been developed as part of the

Objective 3 of this thesis.

• The international project EmoSpaces (Enhanced Affective Wellbeing based on Emo-

tion Technologies for adapting IoT spaces) 4 (May 2016 - Sep 2019) aimed to develop

an IoT platform that provides context-awareness capabilities with a focus on emotion

detection and ambient adaptation. The goal was to achieve emotion-aware task au-

tomation, allowing for the adaptation of various parameters of the environment as a

response to the context and emotions of the inhabitants. The project aimed to pro-

vide technologies for analyzing the emotion of users in intelligent spaces and adapting

these spaces to enhance the user experience. These technologies were designed to be

applied in a variety of settings, including retail, home, educational, office, and tourism

environments. The automation platform used in this project was a direct outcome of

this thesis (Objective 3).

• The national project SEMOLA (Tecnologías de Análisis de Sentimientos y emociones

para agentes sociales empáticos en inteligencia ambiental) 5 (May 2016 - Dec 2018)

is focused on researching models, techniques, and tools for developing emotion-aware

personal agents. This research is intended to facilitate the management of user rela-
3TETRAMAX VLP-Automation project: https://short.upm.es/rmdft
4EmoSpaces project: https://short.upm.es/1sykz
5SEMOLA project: https://short.upm.es/weip1
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tionships with smart social environments based on ambient intelligence. To achieve

these goals, this research project aims to explore the use of various recognition tech-

niques and models for the analysis of sentiments and emotions in the context of social

networks and intelligent environments. To this end, the project will utilize Semantic

Web and Linked Data technologies, natural language processing, and social simulation.

Additionally, the project aims to research customization services based on the context

provided by ambient intelligence devices in intelligent environments. Two main areas

of this thesis are exploited by the SEMOLA project: it uses the automation platform

to automate tasks in the intelligent environment (outcome from Objective 3), and

it uses the agent-based simulation system to analyze emotion regulation techniques

(outcome from Objective 2).

• Use by industry and community. The proposed semantic automation platform has

been used by industry partners such as Spanish (e.g., Experis, Answare, Taiger), and

European (e.g., BEIA) SMEs. These companies have used the platform mainly to

automate tasks and to dote an environment with adaption capabilities.

The software tools developed in this thesis (e.g., the automation platform and the agent-

based simulation system) have been published with open source licenses. These tools are

listed in Table 4.6 and provide a practical application of the research conducted in this

thesis.

Table 4.6: Software tools developed in this thesis.

Name URL

EweTasker Server https://github.com/gsi-upm/ewetasker-server

EweTasker Web Client https://github.com/gsi-upm/ewetasker-webclient

EweTasker Mobile https://github.com/gsi-upm/ewetasker-mobile

Agent-based Simulation Stress https://github.com/gsi-upm/agent-based-stress

4.4 Conclusions

The first group of contributions of this thesis included an approach to detect psychological

stress based on non-obtrusive methods. This approach has been tackled from two different

perspectives: through the exploitation of textual data and through the analysis of personal

and social stress-related information.
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Regarding the analysis of textual data, in this thesis, we have studied the effectiveness of

surface and deep features with traditional machine learning models. With this aim, we have

proposed a lexicon-based feature framework that enables the categorization and organization

of features relevant to stress detection in text. The features that compose this framework

have been extracted from a total of eleven distinct lexicons. Such a framework also offers in-

sight into the effectiveness of various types of features and lexicons. The features have been

divided into four distinct categories depending on their nature: affective, social, topic, and

syntactic. We have also evaluated the effectiveness of these features, studying which features

perform better depending on their nature or lexicon. Besides, we also combined these fea-

tures with distributional representations exploiting three word embedding techniques. Our

experiments demonstrated that this combination is very effective and can yield high overall

performance. The validation of this approach has been conducted through an experiment

with three English public datasets from diverse sources and nature. This validation provides

a baseline for other researchers. The advancements in automatic stress detection from text

presented here have the potential to facilitate early stress detection, which is crucial for

expediting its diagnosis and minimizing its growing impact. Applied to the workplace, such

an approach could benefit from textual data present in existing communication platforms

or forums of a company to assess the stress levels of the employees.

Regarding the analysis of personal and social stress-related data, we have presented

in this thesis a novel method to predict stress using these data. This method leverages

surrounding stress-related data. These data include past levels from the individuals and their

nearest fellows. As far as we know, this study is the first to examine the potential of using this

kind of data to detect stress. Our findings support the feasibility of predicting occupational

stress through the use of surrounding stress-related data. Furthermore, we analyzed three

distinct forms to calculate the surrounding stress data: (i) including only personal data, (ii)

including only social data, and (iii) including both personal and social data. This allowed us

to gain insights into the separate impact of the personal and social stress components. The

results support the idea that combining personal and social data leads to higher performance

and demonstrate the efficacy of combining various sources of stress information utilized by

these methods. The outcomes show that this combination leads to a significant improvement

compared to the other methods. To increase this performance, we also exploited three

different manners to combine the information: (i) using only sequential data, (ii) using only

statistical features, and (iii) using a feature ensemble of sequential and statistical data. The

results demonstrate that combining sequential and statistical features is the most effective

method in this regard. The model consistently produces the best results across all scenarios.

Our second group of contributions is on the use of agent-based simulation to analyze
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well-being promotion techniques. In this regard, this thesis proposes a stress model to an-

alyze stress regulation policies in the workplace. The proposed model is integrated into an

agent-based simulation system also proposed in this thesis. The model incorporates several

aspects related to occupational stress grouped into workload and ambient conditions. The

system proposed enables the simulation of a work environment, facilitating the analysis of

the progression of employees’ stress and performance over time and allowing users to easily

configure and evaluate tailored adaptation strategies. In addition, a set of experiments have

been conducted with this system to analyze four stress regulation strategies, evaluating how

diverse adaptation levels impact stress and productivity. The results indicate that ambient

conditions adaptation, by itself, is not particularly effective at decreasing stress in the work-

place. However, when combined with workload adaptation, it results in a 10% reduction

in employees’ stress. Furthermore, the sensibility analysis conducted confirms this finding

and demonstrates that the workload condition is the input parameter that most impacts

stress and productivity. Lastly, these results are further validated through an experiment

carried out in a real scenario. The responses to the self-reported questionnaires show the

positive impact of automatic adaptation on stress regulation. Furthermore, the analysis of

the biometric data indicates that stress levels are lower in the presence of adaptation, which

is consistent with the conclusions drawn. Therefore, the system offers relevant insight into

exploiting agent-based simulation technologies to study well-being promotion strategies.

As a result of this work, an open-source tool is provided for surveying and analyzing

diverse stress regulation strategies. The tool enables the assessment of the effectiveness of

each strategy in the regulation of workers’ stress and the enhancement of their productivity.

Four different stress regulation policies have been evaluated with the tool, and the obtained

results are also presented. The conclusions drawn from this experiment evidence that imple-

menting an automation platform in the workplace is worth it for the objective of lowering

stress. Automating ambient and workload conditions is the strategy that best manages

to regulate stress. Nevertheless, seeing that the automation of workload conditions has a

substantially higher impact than ambient automation, a solution that implements only the

former could be preferred depending on the financial constraints.

Lastly, the third group of contributions contemplates the implementation of automatic

systems for regulating and promoting welfare. This thesis proposes an architecture for a task

automation platform that integrates through semantic technologies sensors and actuators

intended to enable the detection and regulation of emotions. The automation platform

is characterized by event-driven semantic rules that can be configured and customized by

users in a straightforward manner. These rules facilitate the automated adjustment of the

workplaces to the needs and emotions of employees to help them cope with these emotions
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and increase their well-being and productivity. To achieve this goal, a prototype has been

developed that includes various sensors and actuators for assessing and regulating different

personal and ambient conditions.

Given that the architecture is based on semantic rule-based automation, this thesis also

discloses the modeling of all system components. This helps to promote data interoperability

and portability of automations. The proposed model has been defined on the basis of popular

ontologies related to rule-based automation (EWE), affects (Onyx), and smart environments

(SSN).

The platform has been implemented in a real scenario and evaluated experimentally.

Through this evaluation, we have verified that using the proposed automation platform helps

to improve users’ mental and emotional well-being. Furthermore, the obtained results have

also demonstrated that the proposed system enhances users’ performance and satisfaction

when implemented in a work environment. Such outcomes demonstrate the potential of

automation-based systems to promote well-being, given the advantages they provide for

users (e.g., regulation of stress or emotions and personalized workspaces). Actually, the

reference implementation has already been utilized internally (e.g., bachelor and master

theses) and by third parties (e.g., Emospaces and Tetramax projects).

Besides, the proposed platform has been applied to an e-learning scenario, enabling the

analysis of emotions in study places and their automated adaption to the students’ needs.

In this manner, the platform helps to decrease communication barriers among teachers and

students in remote or e-learning settings and empowers students with emotion regulation

capabilities. Finally, the platform has been extended and provided with visible light com-

munication capabilities.

In conclusion, this thesis advances research on the use of technology to promote mental

and emotional well-being in the workplace. It encompasses such advancement following

an interdisciplinary approach that entails using several technologies and fosters research in

three different areas. Besides, as a result of this thesis, the following hypotheses have been

supported:

Hypothesis 1 (H1). Social, environmental, and personal-related signals can help to

predict work-related mental disorders using non-obtrusive techniques.

This hypothesis has been supported by the proposal of two solutions to detect stress using

non-obtrusive methods. The first solution consisted of detecting stress from text using a

combination of lexicon-based features and word embeddings, as described in the article “A

text classification approach to detect psychological stress combining a lexicon-

based feature framework with distributional representations” (Section 3.2.1). The
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second solution was based on the use of surrounding stress-related data, that is, the previous

stress level of an individual and the stress levels of their near colleagues. This solution was

described in the article “Prediction of stress levels in the workplace using surround-

ing stress” (Section 3.2.2). The positive results obtained with the experimental validation

of both approaches demonstrate the validity of this hypothesis.

Hypothesis 2 (H2). The development of mental disorder models can help understand

each factor’s effects for proposing suitable regulation techniques.

Such as hypothesis has been supported by the findings of our work described in “An agent

based simulation system for analyzing stress regulation policies at the workplace”

(Section 3.2.4). The work demonstrates the usefulness of a stress model to identify the

influence of different factors on occupational stress and provide further insight into their

foundations and regulation.

Hypothesis 3 (H3). Mental and emotional well-being in the workplace can benefit

from the seamless integration of social and personal sensors and actuators.

The last hypothesis has been validated with the development of an automation platform de-

scribed in “An Emotion Aware Task Automation Architecture Based on Semantic

Technologies for Smart Offices” (Section 3.2.6). The experimental validation of the plat-

form demonstrated its usefulness for regulating emotions in the workplace and improving

users’ well-being. Besides, this hypothesis is further confirmed by the outcomes obtained

with subsequent enhancements described in the works “An Emotion-Aware Learning

Analytics System Based on Semantic Task Automation” (Section 3.2.5), and “Se-

mantic Modeling of a VLC-Enabled Task Automation Platform for Smart Of-

fices” (Section 3.2.3).

4.5 Future research

Over the course of this thesis, we have identified a number of possible directions in which

our research could be broadened or continued. This section discusses these directions and

providers a summary of possible lines for future research.

First of all, we believe our findings on the impact of surrounding stress on workers provide

new avenues for research that could contribute to enhancing future detection solutions.

These enhancements may facilitate a better comprehension of occupational stress, its impact

on work-related health, and human resources management. Although the use of surrounding

stress has shown promising results for predicting stress, its application as a complementary

method together with another approach has yet to be fully exploited. The combination of

our approach with a method based on physiological or behaviour signals has the potential
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to enhance stress prediction performance while decreasing the quantity of data needed.

However, further research is required to assess and evaluate the extent of this enhancement.

Besides, the proposed approach for predicting stress from surrounding data poses cer-

tain challenges that could be addressed by future research. The first of these challenges is

the expansion of the dataset with additional experiments conducted in real-world settings.

Increasing the volume of data may allow the system to take advantage of more sophisticated

neural network models, which are usually more effective at handling sequential data. Also,

the extension of the dataset can enable long-term prediction with longer sequences and the

evaluation that sequence length has on prediction performance.

Future work on the proposed approach for predicting stress could also focus on under-

standing the role of weekends in stress levels. In addition to allowing predictions to be made

between different weeks, this would help to identify factors related to weekends, such as

rest or leisure activities and other parameters that may contribute to reducing work-related

stress. Additionally, investigating patterns or factors associated explicitly with remote work

could provide valuable insights into how to mitigate stress in this context.

Regarding the detection of stress in text, one of the critical strengths of the proposed

approach is its feasibility for deployment in real-world environments. Its good performance

and low computational resource requirements make it a practical and cost-effective option

for predicting stress. This is particularly beneficial for organizations that may have lim-

ited resources or need to deploy the solution in multiple locations. Nevertheless, further

exploration of how to increase the reliability, robustness, and performance of the proposed

approach would be very interesting. In this line, pre-trained models like MentalBERT could

be trained to take into consideration our feature framework. Such a combination of pre-

trained models with the proposed framework may yield significant performance in stress

detection. Also, to further exploring the use of word embeddings to study semantic similar-

ity among texts may be a promising approach for improving the accuracy and potential of

stress detection systems.

Another potential area of future work is to extend the domain of the proposed approach

to additional languages or even to diverse paradigms. For example, adapting the method

to other languages could enable its use in multilingual environments or in countries where

English is not the dominant language. Additionally, exploring the applicability of the method

to different paradigms, such as different domains or contexts, could provide insights into the

generalizability and adaptability of the approach. This includes using the proposed approach

to detect related mental issues like anxiety or depression.

Regarding the use of agent-based simulation for analyzing regulation policies, our ap-
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proach is the first to include work and ambient conditions in modeling occupational stress.

However, there are still important factors that could be included to increase the reliability

and accuracy of the model. In this line, a possible direction is the integration of the person-

ality factor. Providing agents with different personalities allows researchers in the field to

analyze the influence of personal characteristics that lead to different ways of coping with

the workload and ambient conditions. Another possible factor to include is the individual’s

emotional state to analyze how different emotions or moods influence the stress level.

Another potential direction for future work is the incorporation of room offices and

locations into the model. This would allow us to analyze the influence of the office layout

on workers’ stress. Besides, applying a contagion model would allow the system to evaluate

the stress contagion among workers working close. In this regard, we are currently working

on the integration of the SIR model, described in Section 1.2, into our stress model. Lastly,

further validation of the proposed system would help to demonstrate its reliability. In

this regard, extending the validation method would be interesting for future work. Such

extension may consider the conduction of additional experiments, increasing the number

of participants, and including a pairwise comparison method. This could provide a more

robust and comprehensive evaluation of the proposed approach, helping to identify additional

strengths and weaknesses and leading to its further enhancement.

Lastly, our work in the area of environmental adaptation also opens several lines for

future research. One potential area for future work is to further explore the context of

mental and emotional regulation. This could involve the integration of more sophisticated

ways for smart environments to adapt to emotions, which could be a key factor in improving

the effectiveness of these systems. In this line, further research on the use of music and color

to automatically regulate emotions with environment adaptation is an interesting approach.

Also, additional regulation methods based on mindfulness or emotional intelligence could be

included. This would allow users to choose between various regulation techniques depending

on their preferences or personal experiences.

In addition to the workplace, the proposed system could potentially be applied to a wide

range of other scenarios. The high scalability of the system, facilitated by the developed

architecture and tools, makes it relatively easy to extend to new scenarios, potentially in-

creasing its overall utility and impact. For example, its application would be exciting in

healthcare or home scenarios, particularly to enhance the health and well-being of elderly

or vulnerable people.

To conclude, a promising potential application of the data generated by the platform is

the use of machine learning techniques to learn from the behavior of users over time. This
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would also allow the system to improve the efficacy of adaptations or even the recommen-

dation of automation rules between users.
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ABSTRACT The application of natural language to improve students’ interaction with information systems
is demonstrated to be beneficial. In particular, advances in cognitive computing enable a new way of interac-
tion that accelerates insight from existing information sources, thereby contributing to the process of learning.
This work aims at researching the application of cognitive computing in blended learning environments. We
propose amodular cognitive agent architecture for pedagogical question answering, featuring social dialogue
(small talk), improved for a specific knowledge domain. This system has been implemented as a personal
agent to assist students in learning Data Science and Machine Learning techniques. Its implementation
includes the training of machine learning models and natural language understanding algorithms in a human-
like interface. The effectiveness of the system has been validated through an experiment.

INDEX TERMS Cognitive informatics, educational technology, human-computer interaction, machine
learning, natural language processing.

I. INTRODUCTION
Cognitive computing has grown in the last few years, increas-
ing the research and commercial interest in the topic [1]. Con-
versational agents have evolved from simple pattern-based
programs into rather complex systems, including Natural
Language Understanding and Machine Learning Techniques,
which have allowed them to be more flexible in maintaining
a conversation. Every day more businesses include chatbots
as a way to interact with consumers to answer requests and
FAQs. Natural Language Interface (NLI) increases user sat-
isfaction and can help to find the information needed in a
more comfortable way than other less sophisticated and time-
consuming search interfaces [2].

Like humans, cognitive systems can use their knowledge
to deduce data meaning based on context [3]. By having the
advantage of computational power, a system like this can
be even more successful than a human in this kind of task.
Though they do not understand the meaning as humans do,
the insights these systems provide can be beneficial. As they
grow in time, it is expected that they gain abilities such as
sensing and awareness [4].

Some of the benefits of the application of cognitive
computing in the development of learning applications

The associate editor coordinating the review of this manuscript and
approving it for publication was Tony Thomas.

are: (1) They can actively enhance students’ perfor-
mances [5], especially in computer science classes [6]; (2)
studying cognitive computing behavior can lead to significant
results in educational applications, especially in AI-related
studies [6]; (3) using a cognitive computing layer for digital
interactions with students can enhance their performances
and ease the teachers’ job in managing classes and learning
materials [6]; and (4) chatbots are excellent analysis tools,
as students feel more inclined to send more messages to
chatbots than real people [2].

Compared to other traditional e-learning training, chatbots
generate a more positive response from the users [7]. More-
over, there are advantages in this type of learning, such as
interaction, active learning, and sociability [8].

Despite these reasons, these technologies have not been
widely adopted yet in education, and the ones that have
are usually very rule-based and, therefore, less practical
and functional. This article presents a modular architec-
ture chatbot named Jaicob, adapted to the learning of Data
Science techniques that aims to take advantage of all the
benefits for education previously described. It is designed
in a modular way that allows its adaptation to other areas
of knowledge. It includes a flexible conversation workflow
and is easy to maintain. This contribution has been eval-
uated with real users for a specific use case in a Data
Science class.

180672 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

204



D. Carlander-Reuterfelt et al.: JAICOB: A Data Science Chatbot

The rest of the paper is organized as follows. Section II
analyses related works about chatbots and the techniques
applied in their development. Section III describes the dif-
ferent modules of the architecture and how they are inter-
connected. Section IV describes the evaluation process and
results. Finally, Section V summarizes the learnings of this
article with conclusions and defining future works.

II. RELATED WORK
A comprehensive systematic review of the use of chatbots in
education is provided in this recent survey [9]. The authors
identify several perspectives for analyzing current research
following the theoretical model of Technology-Mediated
Learning (TML) [10]: structure (input), learning process
(process), and learning outcome (output). Regarding the input
perspective, several dimensions have been identified [9]: stu-
dent profile, educational settings, and chatbot technology.
Learning outputs depend on individual student characteris-
tics such as personality traits, technological skills as well as
educational and social background [9].

Some research works claim that chatbot technology is so
disruptive that it will eliminate the need for websites and
apps [11]. Chatbots have been used in different educational
settings, such as language learning [12], health-related coach-
ing agents [13], chatbots designed to provide feedback to
students [14], programming language learning [15], admin-
istrative support [16] or increase students’ motivation [17].
These are examples if we don’t take into account open-
domain solutions such as Amazon or Google’s [18], which
aim to answer any kind of question, instead of a specific area
of knowledge. While these types of chatbots are astoundingly
ambitious and function with a near-human precision, some-
times, they come at a very high cost. Closed-domain question
answering systems benefit from the ability to respond with
more profound and specific knowledge [19], and also can
achieve high quality at a lower complexity cost.

Design aspects of chatbots can influence the learning pro-
cess. Flow-based chatbots, like [20]–[22], also called rule-
based, can require an extensive database of questions and
answers and need to have a clear flow of conversation that,
if the user decides not to follow, can result in a bad experience.
A study on chatbots of this type [23] concludes that they are
quite limited to human direction and control. These can be
built with frameworks like Landbot.ai,1 orwith simple coding
abilities, but require great sophistication to work correctly.
There is where its limitations lie. An extension to this kind
of bots is button-based, like HelloFreshus,2 that avoids the
possibility of exiting the pre-planned flow. These can work
well but can be very limited in scope and depth.

On the other hand, artificial intelligent based chatbots
can better understand student intents. Even the most sim-
ple non-rule-based natural language understanding methods

1https://landbot.io
2https://chatfuel.com/bot/HelloFreshus

significantly outperform themost carefully crafted rule-based
systems [24]. The reason is that they can achieve a more
profound understanding of the intent and the requested infor-
mation, thanks to machine learning techniques [25]. The
most usual and effective approach [26], which is explained
in greater detail in Section III, is based on intent-entity and
Knowledge Base (KB).

Another aspect to take into account is if they are text or
voice-based. Users tend to use longer sentences with voice-
based chatbots and prefer reading expanded answers in a text-
like manner. However, there is no significant difference in
perceived effectiveness, learnability, and humanness between
text-based and voice-based chatbots [27].

III. PROPOSED ARCHITECTURE FOR THE COGNITIVE BOT
The first step to design the proposed architecture was to
identify the way students learn and the types of questions.
Different types of requirements for different types of learning
(inductive and deductive) [28] were identified due to the
nature of students’ curiosity, and the specifics of the topic.
The following pedagogical solutions were identified:

1) A definition of a concept is a consequence of the
usual teaching style, which is deductive, starting from
the main concepts and developing towards the applica-
tions. It is part of the process of learning, but cannot be
the whole process. In the Oliver model [29], definitions
provide learning content.

2) As stated in [30], the learning of programming tech-
niques can be enhanced by using examples of code
using analogy [31] and induction. Also, learning is
significantly facilitated by examples in initial cod-
ing attempts. Furthermore, surveys suggest that engi-
neering students usually view themselves as inductive
learners [28]. In the Oliver model [29], examples can
provide learner support.

3) Lastly, the human need for small-talk, such as joking
and asking for the weather, must be satisfied to provide
a more significant communication source [2].

With that in mind, the architecture was designed, having
identified the pedagogical needs of the student. There are
several steps involved in the process and are explained below
and represented in Figure 1.

A Knowledge Base (KB) was populated with pertinent
information regarding the topic at hand, to satisfy the requests
for definitions and examples. The Question Answering (QA)
module is designed to extract meaning from all the data with
the pedagogical requirements in mind to make sense of that
information.

To analyze the students’ question, we use the Speech Act
Classifier. It selects the module where the question must be
delegated. The way it works will be explained in greater detail
in Section III-B. If small talk is detected, it is passed onto
the Small Talk module or into the QA Module if a question
regarding Data Science is detected.

VOLUME 8, 2020 180673
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FIGURE 1. System architecture.

Afterward, the modules generate an answer to satisfy the
student request. The answer is sent back to the student, and
feedback is collected to evaluate and improve the model.

A. KNOWLEDGE BASE
The KB is the place where all the information used by
the chatbot is stored. It has been populated from several
online academic resources. Its selection was based on the
previously identified student interactions with the chatbot.
Glossaries and Frequently Asked Questions (FAQs) of the
topic have been mined using web scraping techniques to pro-
vide concept definitions. Regarding searching code snippets,
technical documentation has also been mined.

This approach benefits from providing students a curated
list of pedagogical sources that are credible and useful.
According to some studies [32], undergraduates tend to use
Google for searching for information, and the usage of aca-
demic resources is low. Thus, our system increases the use of
curated academic resources since the bot can enhance their
familiarity [33].

The adaptation of the bot to other domains could be made
replicating the same approach.

According to the categories previously described, the sites
that fit the necessities of the definition answering are: (1) Big
Data glossary3 with a list of terms regarding big data. (2)
Machine Learning glossary4 with a complete glossary of
machine learning and statistics terms and definitions.

The documentation sites used to populate the KB for
answering with examples are Pandas Documentation. The
use of the Python Pandas library is widely used when devel-
oping machine learning models. It is beneficial to have exam-
ples available for standard implementations of data handling.
This documentation is structured with brief descriptions with
code examples; and Scikit-Learn Documentation, being the
library used widely for Machine Learning purposes, Scikit

3Big Data glossary: https://bigdata-madesimple.com/big-data-a-to-zz-a-
glossary-of-big-data-terminology/

4Machine Learning glossary: https://www.analyticsvidhya.com/glossary-
of-common-statistics-and-machine-learning-terms/

TABLE 1. Post classification examples.

examples of implementations is an obvious use case for the
chatbot, and therefore an nearly important part of the KB.

For more complex questions, the use of FAQs solves the
problem. The Machine Learning Mastery site5 used for this
purpose is structured as a list of questions with the answers
associated. It was selected because of the rich and adequate
answer for the project.

B. SPEECH ACT CLASSIFIER
The speech act classification task involves classifying a spe-
cific sentence into a set of predefined speech act categories.
This classification is relevant to the project because it is
indispensable to know the student’s intention [34] and answer
accordingly.

The dataset [35] used to train the classifier consists
of 10567 posts from five different age-oriented chat rooms
at an internet chat site. It is sanitized to protect user privacy.
The posts were tagged using 15 post categories (Accept,
Bye, Clarify, Continuer, Emphasis, Greet, No Answer, Other,
Reject, Statement, System, Wh-question, Yes Answer, Yes/No
question, Emotion). Examples of these classes are shown
in Table 1.

Since this is a chatbot system that requires a fast
response time, the preprocessing has been simplified to
improve the model’s time complexity while not sacrific-
ing relevant performance. Each phrase is processed into
machine-understandable information using a raw pipeline.
The overall process is (1) Simple tokenization because
n-grams did not present a significant improvement in
accuracy, (2) Stemming, and (3) Feature extraction by
vectorization.

By training and evaluating some of the most popular classi-
fication algorithms, the best one is selected based on the score
achieved by a K-Fold. This process can be automated through
a grid search that finds the best parameters optimally.

The scores following are calculated, saving a fourth of the
dataset for testing afterward and using the rest to get these
results.

The scores shown in Table 2 are obtained by performing
a 5-Fold and calculating the mean of the scores. Support
Vector Machines, such as the SVC algorithm, achieves higher
performance.

Using as the training data 3/4 of the dataset and the rest as
testing data, we obtain with the SVC a final accuracy score
of 0.799.

5Site for complex questions: https://machinelearningmastery.com/faq/
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FIGURE 2. QA architecture.

TABLE 2. Evaluation scores.

C. QUESTION ANSWERING MODULE
The Question Answering module comes into place when the
user asks for a specific piece of information. These can range
from doubt, a consultation, or documentation clarifications.
It must be able to understand what the user is asking for to
retrieve the information effectively.

Using natural language processing techniques, it answers
the question in near real-time. This general-purpose model is
enhanced to attend specific cases to the task at hand, such as
code examples.

The general view of the architecture is defined in Figure 2.
The modules involved in the process are the following.

The Process Question module extracts the relevant infor-
mation and intention of the question. The output contains
a type of question, a type of answer, and a vector with the
relevant ideas.

The Information Retrieval This module receives the
question vector and the answer type from the
question processor as an input. The question vector is,
in essence, a list of keywords ordered by importance. AnElas-
ticSearch query is generated to retrieve relevant documents
and pieces of information that match the keywords, using this
valuable information.

The Document Parsing module receives and parses the
retrieved information, so it matches the questions intented to
generate an answer.

FIGURE 3. QA example.

FIGURE 4. Definition intent use case.

1) DEFINITION ANSWERING
When the Answer Type is of the definition type, the mod-
ule searches in the Knowledge Base’s Glossary index.
It searches for a match with the terms in the index. When
a match is found, the corresponding definition is sent as an
answer. Common questions of this type are:

• What is a neural network?
• Can you give me a definition of overfitting?

This module is implemented as a DialogFlow agent, with
an intent to recognize that the user wants a definition. The
intent is trained with multiple training phrases that can be
used to ask for a definition. It extracts a term as the slot. These
slots are recognized thanks to an entity6 defined as all the
terms available in the Knowledge Base. An example can be
seen in Figure 4.

6An entity is the definition of a type of slot. It can be defined as a list with
all the possible terms for that slot.
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FIGURE 5. Example intent use case.

2) EXAMPLE ANSWERING
When the Answer Type is of the example type, we need
a more complex type of search. There is a search across the
documentation text tomatch the keywords of the query.When
a match is found, the corresponding code snippet is sent to
respond with the appropriate format. Examples of these type
of questions are:

• How is a dataframe defined in Pandas?
• How can I implement a k-fold using scikit?
This module is implemented as a DialogFlow agent with

and intent trained to detect example queries. The slot, in this
case, is more open, so there is no Entity defined. The example
can be of any kind. The result can be seen in Figure 5.

D. SMALL TALK MODULE
According to [36], the users’ satisfaction with a certain chat-
bot is influenced by various factors. By testing which of these
factors were more influential, the results revealed that the
bot’s human-likeness was significantly correlated with the
users’ satisfaction.

It was stated [2] that people were inclined to send more
than twice as many messages to chatbots with a human-
like interaction compared to other people, contrary to our
expectations and disconfirming the notion that people feel
less confident or comfortable communicating with chatbots.

Including a module to handle small-talk improves the bot’s
human-likeness and makes it more fun and engaging. Instead
of answering with the fallback answer, if the question is not
about the topic, it triggers the small-talk module to simulate
human interaction and cleverness. Some examples of the
behavior that the bot can answer are collected in Figure 6.

1) IMPLEMENTATION
This module is implemented with Google’s DialogFlow tech-
nology. There is a specially trained agent to provide the
desired output. This agent can detect more than 100 different
intents.

Among these intents are some of the provided with the
default Small Talkmodule and some custom ones. The intents
are defined to fit the purpose of this project. For example,
when asked what it can do, it responds with directions to ask
questions about Data Science.

FIGURE 6. Small talk examples.

TABLE 3. Intent distribution.

E. GRAPHICAL USER INTERFACE
The bot needs an identifier to generate a more personal
relationship [37]. Being a Cognitive bot and an intelligent
one, it was decided to be called Just an Artificial Intelligence
Cognitive Bot (JAICOB).

In contrast with Jaicob, a general-purpose bot would gain
quality from a text-to-speech transformer, giving it a more
human appearance. This feature is not the case of Jaicob
because it is centered on answering documentation and pro-
gramming related questions. The frequent use of acronyms
and code examples in the answers would not make for a
pleasant listening experience. Instead, the use of text is the
best option in this case.

IV. EVALUATION
A. EVALUATION TECHNIQUES
The evaluation method for Jaicob chatbot is a Partial Least
Squares (PLS) analysis. A detailed example [38] is followed
to perform PLS methods. The tool being used is Smart PLS.7

The method is based on a questionnaire and requires
the definition of latent variables to be evaluated, which
are abstract variables that are connected to directly mea-
surable variables. These variables’ values are scored by the

7https://www.smartpls.com/documentation/pls-sem-compared-with-cb-
sem
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TABLE 4. Outer loadings.

responses of the questionnaires. These latent variables can
also have relations, and these can be hypothesized, as shown
in Section IV-C.

Being a conversational interface, the way to test it is with
real users who answer the questionnaire after using the chat-
bot. The number of observations (number of questionnaires
answered by users) should be at least ten times the number of
relations between latent variables.

B. PARTICIPANTS
The experiment was done with 50 participants, all of them
with technical backgrounds. All of them were unaware of the
inner workings of Jaicob. They were asked to use the chatbot
as a tool to answer any questions or doubts that may arise
in understanding Data Science related topics or writing the
corresponding code.

The median of the ages of the participants is 22 years.
A 51% of them were studying a Telecommunication Engi-
neering Grade and the rest a Master or superior studies.

About their technological background, 54% of the partic-
ipants had developed and implemented some machine learn-
ing programs. The rest had some basic knowledge in the field.

C. EXPERIMENT DESIGN
As explained in Section III-D, small talk is an essential part
of the architecture of the chatbot. Therefore, before making
the measurements, it is taken into account.

Five latent variables were defined to evaluate the conver-
sational bot:

• Social Handling (SH) refers to the personality and
human-likeness of the bot.

FIGURE 7. Structural paths in the applied PLS model.

• Behavioral intentions (BI) refers to the recommenda-
tion of users to others to use the bot.

• Satisfaction (SS) refers to the feeling after using the bot.
• Utilitarian value (UV) refers to the value it provides to
the task you are looking to complete.

• Answer Accuracy (AA) refers to the performance in the
task it was programmed to do.

These latent variables are not independent, as represented
in Figure 7. They present relations between latent vari-
ables, which are hypothesized and tested. Moreover, the rela-
tions between latent variables and questions, summarized
in Table 4, are shown in the structural paths of the applied
PLS Model.
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Research [39] suggests that the quality of information on
an e-commerce website has a positive impact on perceived
value. Reference [40] suggests that accurate information
can help users make better decisions, thus improving both
utilitarian values. According to [41], the utilitarian values
increases when the interaction with the process improves.
These hypotheses are proposed:

H1. Perceptions of a better answer accuracy improve util-
itarian value.

User satisfaction is influenced by the human-likeness of the
chatbot [36]. Also, [2] state that people are more inclined to
send messages to a chatbot that handles this type of small-
talk well. A website’s social dimension is another impor-
tant antecedent of perceived value [42]. Research [43], [44]
reveals that there is a direct link between perceived sociability
and satisfaction.

H2. The social handling of the bot improves the overall
satisfaction of the user.

H3. The social handling of the bot improves the utilitarian
value a user perceives.

H4. Good social handling improves the behavioral inten-
tions of users after using the bot.

Utilitarian value is central to user satisfaction and behav-
ioral intentions. If the perceived value is low, the user proba-
bly switches to other sources [39].

H5. A higher perceived answer accuracy value increases
positive behavioral intentions.

H6. A higher perceived utilitarian value increases positive
behavioral intentions.

Perceived utilitarian value also enhances satisfaction [40].
Research [45] demonstrates that utilitarian value can improve
the final user satisfaction:

H7. Perceived utilitarian value has a positive effect on user
satisfaction.

H8. Perceived answer accuracy has a positive effect on user
satisfaction.

D. RESULTS
The testers made an average of 15.86 queries per session. The
intent that matched most of the queries was related to code
example requests, which means that users used the bot for
what it was intended. After that, there is the Definition intent
and then the complex intent. Also, 26.7% of the queries
resulted in small talk handling. The distribution can be seen
in Table 3.

The results extracted from the PLS modeling, having used
SmartPLS 3.0 [46] meet the requirements, being the sample
size ten times the largest number of structural paths directed at
a particular construct in the structural model. There are three
paths directed to Behavioral Intentions and Satisfaction in this
model, so the minimum sample size should be 30, and the
sample size is above this minimum.

To test the experiment’s internal coherence, and therefore,
reliability, we look at the outer loadings. These coefficients
need to meet a threshold for every measure that points to the
latent variables. All the measures met this reliability index,

TABLE 5. Discriminant validity.

FIGURE 8. Path coefficients.

as shown in Table 4. The PLS analysis also provides us
with the Composite Reliability of each latent variable. This
index surpassed the minimum acceptable value of .70 in all
variables, being all over .85.

The average variance extracted (AVE) for each variable
must surpass a threshold of .50 [43], [47], and provide a
square root that is much larger than the correlation of the
specific construct with any other construct in the model. All
the latent variables surpass a .70 AVE, as shown in Table 4.
Table 5 shows that the square roots of the AVE (on the
diagonal) are higher than any other values, in support of the
discriminant validity of the measurement scales [38].

Then, discriminant validity is tested, which indicates the
extent to which a given construct (variable) differs from other
latent constructs. The validity of these variables requires that
each measurement item correlates weakly with all constructs,
except for which it is theoretically associated. The results in
Table 5 support the validity of the measurement scales.

All the direct hypotheses received support, except for H4,
as shown in Figure 8. From these results, we can extract
some insights, such as the impact that Answering Accu-
racy has on all the other variables. Therefore, the quality
of the system and its ability to respond effectively is what
makes the difference for overall user Satisfaction, Utilitar-
ian Value, and Behavioral Intentions (H1, H5, H8). Also,
the perceived Utilitarian Value has a positive effect on Behav-
ioral Intentions and Satisfaction (H6, H7). Surprisingly,
Social Handling was not significant in positive behavioral
intentions (H4), contrasting with the Utilitarian Value and
Satisfaction (H2, H3).
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V. CONCLUSION
The use of chatbots has become prevalent in the last years in
shopping, customer support, general assistance, and, though
less developed, education. The use of chatbots as a form of
e-learning brings lots of opportunities.

This article identified the advantages of cognitive assistants
in education and the corresponding challenges in implemen-
tation. A result is a tool for students with a comfortable
and usable interface and a human experience. It can provide
insights and solve doubts about Data Science. The main
contribution is the adaptation of students’ real pedagogic
needs to the design of the architecture and being flexible in
maintaining a conversation.

Teachers can also use it as a tool to identify gaps in the
knowledge of their students. They can also outsource to
Jaicob the answering of all the questions. The pedagogue is
also an excellent asset to select the most valuable sources of
information from which Jaicob feeds from, thus providing
a curated source of information instead of a regular Google
Search.

The project was evaluated with a sample of students,
achieving very favorable results in usability and original-
ity. The experiment confirms that the system can answer
effectively, that the answer accuracy affects the satisfaction,
utilitarian value, and behavioral intentions of the user, and
that proper social handling is significant in satisfaction and
utilitarian value but not in behavioral intentions.

As these technologies evolve, more and more people
will study these subjects. Therefore, the future impact
of the project is promising, and the affected groups will
increase. In future work, to achieve a broader reach in the
areas of knowledge, it is straightforward to place additional
information in the Knowledge Base and the corresponding
Dialogflow intents.
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corresponding distribution platforms have gained momentum.
Applications stores allow users to write reviews and ratings about
the apps, giving feedback to developers. User ratings and reviews
may help to improve software quality, solve bugs and develop
new features. However, this data is hard to be handled by an
individual due to the ever growing amount of textual reviews.
This paper proposes the use of cognitive computing technologies
for addressing this challenge, by developing a smart agent able to
mine bugs reports, feature suggestions and sentiment expressed in
mobile app reviews. The main contributions of this paper are: the
design of a cognitive agent for assisting developers in managing
their interaction with their users, the application of machine
learning algorithms for bug and feature request detection, and
the agent implementation in a real scenario.

Index Terms—cognitive agent, review, app, bugs, suggestions,
sentiment analysis

I. INTRODUCTION

Nowadays, app development for the smart phone ecosystem
is quite faster and easier than ever [1]. At the time of writing
this paper, Google Play Store offers over 3.000.000 mobile
apps, mostly developed by third-party companies, organiza-
tions and individual developers [2]. For mobile product devel-
opers, to maintain their apps in the top of the store rankings
results crucial, and this is only possible by implementing new
features and solving bugs regularly [3].

However, iOS and Android market platforms only provide
customer feedback with an average rating of 1 up to 5, and
sometimes including a short review with the user experience.
In most cases, this information is not enough to identify the
reason of a bad acceptance for an app, and consequently a
bad positioning in the store [4]. This lack of data provided by
marketplaces about how users feel using an app results in a
problem for developers [5]. Furthermore, for translating bad
ratings into good ones, companies should interact with their
users writing a well-formed response [6]. This response must
be personalized for better results, and this becomes a problem
for high number of reviews [7].
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S. Muñoz: http://orcid.org/0000-0002-2070-8976
O. Araque: https://orcid.org/0000-0003-3224-0001
C. A. Iglesias: https://orcid.org/0000-0002-1755-2712

As the number of reviews increases, reading them and
getting insight becomes a bigger challenge. This has boosted
the interest of researchers in applying mining techniques to
application stores reviews, in order to extract and analyze the
expressed user opinions and sentiments [8].

Mining apps reviews and performing a sentiment or emotion
analysis enables the obtention of more detailed information
about the app. This information is useful for identifying how
users feel. In addition, comparing reviews from a given user
in similar apps enables the extraction of information about
users’ preferences in related apps, allowing developers to make
recommendations based on this data.

This paper proposes the use of cognitive computing [9] to
address the above challenges. The main contribution of the
paper is the design and development of a cognitive agent for
Android devices able to: (i) perform sentiment and emotion
analysis for Play Store1 apps; (ii) interact with the user
through voice or text sentences, which are converted into
specific actions using Natural Language Understanding; (iii)
write automatic custom replies to Play Store reviews; (iv)
identify if users mention bugs or propose feature requests; and
(v) manage and analyze the status of the market of mobile
applications in a given domain. In addition, this paper also
describes the implementation and evaluation of the developed
agent in a real scenario.

The rest of the paper is organized as follows. Firstly, and
overview about cognitive computing is given in Sect. II.
Sect. III describes the architecture of the developed system,
describing the main components and modules; and the features
and bug classification is explained in Sect. IV. The implemen-
tation of the system in a real scenario and its evaluation is
described in Sect. V and, finally, the drawn conclusions are
presented in Sect. VI.

II. BACKGROUND

A. Cognitive computing

Cognitive computing refers to smart systems that learn at
scale, reason with purpose, and interact with humans and

1https://play.google.com/store/
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other smart systems naturally [9]. Cognitive systems are able
to learn from incoming data and from their interactions with
humans, opening new possibilities to produce better products
taking advantage of the combination of computers’ analytic
capability and encyclopedic knowledge and humans’ creativity
and expertise [10].

Over the last few years, the research and commercial interest
in cognitive computing has considerably grown [11]. The use
of Natural Language Interface (NLI) [12] has arrived to a
number of commercial products based on these technologies,
such as Amazon’s Alexa2, Google’s DialogFlow3, Microsoft’s
Luis4, IBM’s Watson5, Facebook’s Wit6 and Apple’s SiriKit7.

These systems rely on two concepts for performing Natural
Language Understanding (NLU) operations: intent and entity.
An intent represents a mapping between what a user says and
what action should be taken by the agent. An entity, instead,
is a tool for extracting parameter values from natural language
inputs [13].

B. Dialog Flow

DialogFlow, previously known as api.ai, is a NLU cloud
platform owned and maintained by Google. It is a free to
use conversational platform that supports various languages,
different programming languages, and has a series of built-in
integration with other chatbot-based platforms (e.g., Telegram,
Google Assistant, Amazon Alexa) [13].

There are four key concepts involved in any DialogFlow im-
plementation: Agents, Entities, Intents and Contexts. Agents
can be described as NLU modules for applications. Their
purpose is to transform natural user language into actionable
data. This transformation occurs when a user input matches
one of the intents or domains. Entities represent concepts
and serve as powerful tool for extracting parameter values
from natural language inputs. The entities that are used in
a particular agent will depend on the parameter values that
are expected to be returned as a result of agent functioning. In
other words, a developer does not need to create entities for
every concept mentioned in the agent, being necessary only for
those that require actionable data. Intents represent a mapping
between what user says and what action should be taken by
your software. An intent is composed by several modules. First
of all, what user says in natural language is required. Then
it is necessary to set up the corresponding action, and the
response, which is provided by the external application service.
Finally, contexts are designed for passing on information from
previous conversations or external sources, such as user profile
or device information. Also, they can be used to manage
conversation flow.

In addition, DialogFlow provides machine learning capa-
bilities, a tool that allows agents to understand user inputs

2Amazon’s Alexa (https://developer.amazon.com/alexa)
3Google’s DialogFlow (https://developers.google.com/actions/dialogflow)
4Microsoft’s Luis (https://www.luis.ai)
5IBM’s Watson (https://www.ibm.com/watson)
6Facebook’s Wit (https://wit.ai)
7Apple’s SiriKit (https://developer.apple.com/sirikit)

in natural language and convert them into structured data,
extracting relevant parameters. In the DialogFlow terminology,
the developed agent uses machine learning algorithms to match
user requests to specific intents and uses entities to extract
relevant data from them. The agent learns both from the data
is provided in it and from the language models developed by
DialogFlow. Based on this data, it builds a model for making
decisions on which intent should be triggered by a user input
and what data needs to be extracted. The model is unique per
agent.

III. ARCHITECTURE

The proposed architecture can be divided into three groups:
the server side; the DialogFlow agent; and, lastly the mobile
smart agent. The complete global architecture of the system
is shown in Fig. 1.

A. Server

Server side section is composed by several modules. At
first, we have the controller class from where every request
made to the server is handled. This controller adapts the input
parameters to the final components which will carry out single
functionalities.

All the requests are received through the API webhook,
that is linked to the DialogFlow agent. An API REST has
been defined and implemented in Flask. It provides methods
for extending easily the functionality of cognitive agent. This
API acts as a controller that redirects to the corresponding
module depending on the application workflow, as shown in
in Table I.

The controller interacts with three submodules. The Play
Store module is formed by all the procedures required for
app info extraction from Google Play website. Scrapping and
filter tasks are performed inside this component. Afterwards,
the Senpy module is responsible for connecting with the
sentiments and emotions analysis. In this class we can find
some functions to adapt and process the response received
from Senpy service, an online sentiment and emotion analysis
service [14] described in [14]. Finally, the last module is
composed by bug and features classifiers which are previously
trained. Each of these components interacts with external
applications, like Google Play, Senpy or Slack by extracting
relevant information from their website, or using other API
REST services.

Some of the information obtained inside these modules is
saved in a database, such as recent analysis carried out or the
trained classifiers pickles, in order to cache most requested
information and speed up the communication process between
the smart agent and the server.

The DialogFlow module acts as an intermediary between
the logic hosted by the Google server and the smart mo-
bile agent. All this behaviour is orchestrated by an Agent
remotely configured using the DialogFlow web interface. This
component is responsible for interpreting the request made
by the smartphone, translating the voice clip into a text
sentence, identifying the meaning of the query and extracting
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Fig. 1: Global architecture of the system developed

Method Route Params Description

GET /getAppInfo appName Retrieve complete information about the app requested. This
information is scraped from the Play Store website and
inserted in a JSON file.

POST /analyze appName
analysisType
maxReviews

Perform an analysis for specified application, obtaining the
information form Play Store if necessary. Analysis types are
sentiments and emotions.

POST /classify appName
classificationType
maxReviews

Perform a classification for specified application, obtaining
the information form Play Store if necessary. Classification
types are bugs and features.

GET /checkQueue taskId Check a task status inside the server queue in case it requires
a long execution time and the DialogFlow agent throws a
request timeout exception.

TABLE I: API REST

the relevant parameters with pattern recognition and carry
out the consequent action. This action might be as simple
as replying with a simple text string, or more complex and
require to communicate with the API webhook to use other
modules (e.g. detect users’ reviews mentioning a bug).

B. DialogFlow agent

Then, we are going to introduce the structure of the Di-
alogFlow agent, explaining the intents and events implemented
to carry out the client requests. This aids to understand the
basic model of the agent and its architecture.

Intents refer to actions that our agent will execute. These
intents could have dependencies from previous interactions

with the agent, so it’s necessary to contextualize each one
of them. The intents handled by the agent are:

• Analyze: Reflects the analysis action. The agent receives
the analysis type and the application desired to be
analyzed as input parameters, offering the Senpy [14]
analysis result as output. This intent uses the webhook
option enabled because it needs to interact with the
developed server.

• Classify: it represents the bug or feature classifier call,
being necessary to communicate with the remote server.
The input parameters are the classification type and
the application in case it can’t be extracted from the
conversational context.
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Every intent is prepared for being summoned with missing
parameters, training the DialogFlow agent to request those
that are mandatory, or package them inside the conversation
context, from where the system can extract them. For example,
if the classify intent is called like Would you kindly perform
a sentiments analysis for WhatsApp application, the system
collects the app name parameter and the analysis type for a
while, in case future requests have these values empty. After-
wards, if we ask the agent Could you perform a bug classifier,
The bot will extract the missing app name parameter from the
context, referring to the last app used in the conversational
process.

This humanizes the natural language understanding and
accelerates the conversation, interacting with the bot through
real natural sentences instead of sending simple commands or
instructions to a robot.

Entities refer to the element which represents concepts
involved in the intent event triggering. The entities defined
for the agent are:

• App: refers to the application that wants to be processed,
the name of any application available in the Google Play
marketplace. This entity remains at session context since
it can be different for every user session.

• Analysis Type: refers to the analysis types that can
be performed. The value is bounded, being possible
to run a sentiments or emotions analysis exclusively.
The scalability offered by our architecture based on the
defined API enables us to add more analysis types in the
future.

• Classifier Type: specify which type of trained classifier
would you like to call. The available values for this
attribute are also limited to the detection of mentions
about bugs or feature requests.

The agent has also enabled the Small Talk bundle, that
includes predefined phrases to the most popular requests, what
makes the bot to look more like a human [10].

C. Client

The client module is developed through an Android appli-
cation that receives user requests and redirects them directly to
the DialogFlow agent. This behaviour is implemented through
the DialogFlow extension library, which provides us all the
needed methods to talk with the DialogFlow service.

The application is structured in several modules.The main
module manages the voice and text inputs from users in a
chat bot interface, and is linked to DialogFlow, representing
the response obtained from the DalogFlow server. The second
module provides support to developers, and allows them to
define automatic responses for the applications they have
published in the play Store. Finally, there is an analysis module
that review the top free apps in the Play Store marketplace
This analysis shows an evolution of the app sentiment over
time. This provides users insight about which product trends
for succeeding in the app market

IV. FEATURE AND BUG CLASSIFIER

The idea for the proposed architecture is to train a model
that can then be used for prediction. In this way, the server
controller can insert review inputs and extract the classification
result without the need of creating, training and testing the
model at each iteration. This enables the interaction with the
classification module in a fast and efficient manner.

In order to perform the feature and bug classification, four
machine learning algorithms have been used, trained for binary
prediction: Logistic Regression [15], Naive Bayes [16], and
both Linear and Gaussian SVM [17], [18]. This selection is
done in order to compare the performance of these frequently
used models.

The implemented classifiers have been trained and tested
with a mobile application review dataset [19], obtained from
[20]. This dataset is composed by reviews previously tagged as
bug or not bug, and feature or not feature. Said data collection
offers a supervised dataset composed by multiple reviews
posted inside the iOS app store. However, this data has been
extrapolated, using them for Google Play marketplace context.

Processed data is formed by 3,117 instances corresponding
to bug reviews, and 1,924 reviews related to feature requests.
Due to original data distributions, the labelling is not balanced
in both bugs and features categories. Table II shows the dataset
statistics, including the percentage of positive and negative
classes.

Category Size #instances %

Bug
3,117

2,740 54%

Not Bug 377 7%

Feature request
1,914

1,619 32%

Not Feature request 295 5%

TABLE II: Dataset sizes for supervised learning.

Information included in this dataset can be divided in two
types, of which we use in the experiment the following. Firstly,
the text of the review, which includes a preprocessed version
with stopwords removed and lemmatization, used verbal tenses
-present, past and future-, and number of words. Secondly,
review-oriented metadata; the rating provided by the user.
Consequently, we feed the learning models with Bag-of-
Words features from the preprocessed text, and a normalized
representation of the rest of features.

The training and testing methodology is based in a 10-
fold cross validation using the aforementioned dataset. This
strategy has also been used to tune model hyper-parameters.
Bug and feature requests are treated separately, since as
stated in previous work [20], our experimental results validate
that this separation greatly enhances the final performance.
Besides, in order to gain insight into each model, we use
precision, recall and micro-averaged f-score as metrics.

Experiment results are summarized in Table III. It can be
seen that, although there is no model that yields the best
performance on all metric and the two categories, gaussian
SVM does not reach as good numbers as the rest of the
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Algorithm
Bugs Feature requests

Precision Recall F1 micro Precision Recall F1 micro

Logistic Regression 95.06 92.01 89.22 93.91 83.61 81.59

Naive Bayes 93.65 95.52 90.19 79.71 86.08 78.71

Linear SVM 94.28 95.00 90.70 91.51 88.68 83.43

Gaussian SVM 94.23 94.89 90.60 93.76 83.74 81.54

TABLE III: Performance metrics for the four learning models. In bold, the best value for each metric in each data category.

classifiers. This could be explained attending to the fact that
gaussian SVM is the most powerful model, which can also
lead to overfitting when training will a small number of data
samples, as it is the case for this experiment (Table II). Also,
results seem to indicate that linear SVM yields the better
performance, if attending to all metrics.

In order to gain further insight into the classification
process, we have extracted most relevant words from both
categories as computed by the model. When considering bugs,
those are: annoy, broken, hopefully, responsive, implementa-
tion. For feature requests, the model considers ask, reinstall,
game, closes, rethink.

Given that linear SVM has the higher F1 micro in both cat-
egories, we finally select this algorithm to be implemented in
the developed system architecture. As commented above, this
model is deployed in the system through pickle serialization.

In relation to scalability, the developed system has been
deployed in a 64-CPU high-availability cluster that ensures
the system is able to exploit parallelization. The bottleneck
of the system is the machine learning processing. Also, the
implementation is done using scikit-learn [21], which is a
Python library that enables multiprocessing and includes sev-
eral complexity and computational performance optimizations,
as seen in the official documentation 8.

V. CASE STUDY

The proposed scenario consists in a start-up whose business
activity focuses on developing mobile applications for third
companies, or by their own initiative. This new company
is trying to explore the mobile application market, so they
decided to use the smart agent designed in this work so they
can study using sentiment analysis techniques how users feel
about their own applications, and similar apps that directly
compete with their products.

As discussed previously, it’s desirable to process automat-
ically the feedback obtained from their users and extract
valuable data from it, such as bugs and crashes encountered, or
features and improvements that could increase their audience
opinion. Moreover, it will be great to redirect these results
to a team management platforms like Trello or Slack, so the
developer team could stack those reviews and solve it as soon
as they can.

In the following, three different scenarios are presented for
showing how the smart agent can be applied, and including

8http://scikit-learn.org/stable/modules/computational performance.html

some screen captures with the result obtained inside the
Android app.

A. Market Explorer

The start-up is looking for a project management appli-
cation in order to improve their inter-department commu-
nications and track their external project status from their
smartphones. Therefore, the CIO has decided to explore the
market looking for applications that are able to solve this
upcoming idea. For this, he will perform a sentiment and
emotion analysis for popular team management apps, more
concretely he will focus on Trello, Slack, Basecamp, Todoist
and Evernote apps. The main goal is to observe the sentiment
and emotion on these apps and choose one to incorporate it
within the activity of the company. To carry out this procedure,
he will use the chat smart agent. In concrete, the CIO will
perform a sentiment and emotion analysis for each published
app and later compare them depending on the results.

Using the chat module, the user can insert the queries
through text or voice input format. Figure 2 shows an example
of the conversation the CIO has inside the proposed scenario.
The agent accepts multiple input format for queries, so it could
exist multiple possible dialog flows to obtain the same analysis
output. The user interface given by the agent is really simple,
acting as a task assistant answering any user input thanks
to the DialogFlow platform. After the analysis process, final
results are grouped in Table IV. The application enables to
examine more in detail the results obtained by clicking the
card, being able to extract even the sentiment or emotion of a
single review, as shown in Figure 3.

To conclude, observing the results obtained from both
analysis the CIO has to determine which third-party platform
is better considered by the Play Store user community. Most of
the applications have present the same emotion, so generally
are good applications. On the other hand, the sentiment varies
depending on the app, probably due to a recent updates that
users don’t like at all.

B. Feature mining

This section describes a scenario where the start-up receives
a project plan offer from a well-recognized digital newspaper,
which requests a second version of their Android mobile app
named The Guardian. Due to the low budget the company
had to face the project in the first version, they decided
to implement only basic functionalities to reach a higher
audience developing a simple application for smart-phones.
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Application Reviews Sentiment Emotion

Trello 15

Slack 15

Basecamp 15

Todoist 15

Evernote 15

TABLE IV: Results of sentiments and emotions analysis in project management applications

Fig. 2: Sentiment analysis for Trello

Now, the company wants to order a second version with
advanced functionalities to our scenario company, and the
start-up developer team members are not able to identify in-
teresting improvements or features for the application. For this
reason, they decided to obtain them from the current published
version, in order to implement those mostly demanded in the
Play Store reviews section.

To carry out this operation, they use the proposed smart
agent, performing a feature classification over the The
Guardian application, so they can detect new features and
improvements without having to read every single comment
and extract interesting values. So a feature classification is

Fig. 3: Detailed sentiment analysis view

run for the app. The feature analysis is executed for a total
of 30 reviews, considering that this number is enough to
extract a significant amount of relevant features. The result
is represented in Fig. 4

Some of the reviews tagged as features can be checked
in Table V. It shows the classification result and the value
obtained from a natural language comprehension, being able
to detect if the classification output matches with a human
understands after read that user review.

As shown, most of the improvements extracted match with
the classification result. After this process, the developer team
meet together and brainstorm about the most common features
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Review Classification Result Value

...by default, it does tend to send quite lot of notifications... Feature Customize notification subscription system

... however, your news source doesn’t update like CNN, you
stay on the same old news headline... Feature Update more frequently the news title, in

case an important new come up suddenly.

Very good, lots of interesting articles, good podcasts, easy to
read posts and videos... Not Feature None

TABLE V: Results

Fig. 4: Features classification details

demanded by the users, prioritizing those that seems to be
more interesting for the client. Without usage, the developer
team would have had to fetch every single review, filter those
that refer to bugs, user experience, opinion, etc.; and finally
evaluate their importance in the second version.

C. Automated reply for bugs detection

In this scenario, the start-up has just published the second
version for the digital newspaper introduced in Sect. V-B, and
the next step is to carry out a maintenance process during
the first month since launch. The objective is to analyze the
user experience over the app, extracting relevant comments
from app reviews and trying to solve the errors detected as
soon as possible. It seems really tedious to read each review
and manually filter those that refers to bugs. For this reason,
the development team think that the developer-oriented section
included in the proposed smart agent could speed up this task.

The main objective is to collect the application feedback
posted in Play Store, to classify it using the bug classifier, and
finally to answer accordingly to that bug.

The developer accesses to the developer-oriented tab and
visualizes which is represented in Fig. 5. We suppose that the
agent has previously been linked to the Google Play developer
company account. The input data must be the application

name and the version that is currently published in production.
The package name is also mandatory in order to identify the
application.

Fig. 5: Input parameters requested for developer-oriented
scanning.

After pressing the SCAN button, the smart agent com-
municates with the Reply to Reviews API, and in case the
app belongs to the authenticated account, it will obtain all
the review comments posted in last 15 days. After obtaining
them, it is necessary to evaluate them calling the remote bug
classifier. If any review is tagged as a bug, the system will
randomly extract a friendly response from a bug collection
replies. The result is shown in Fig. 6. As can be seen, the
user is complaining about a crash that happens after the
app log in process, so it is clearly a bug. The system has
extracted the following recommended answer: We apologize
for inconvenience, we will try to solve it in the next version.
Thanks for your patience.

Fig. 6: Result obtained after retrieving recent app reviews,
classify them as a bug or not, and finally recommend a suitable
reply.

When the REPLY button is pressed, all the recommended
reviews for reviews classified as bugs will be posted to the Play
Store endpoint. The reply will also be sent to the author as an
email, but that process acts regardless of the agent. Anyway,
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the publishing process can take a while until it appears in the
website. Afterwards, the output will looks like the Fig. 7.

Fig. 7: Automated reply visualization inside Play Store web-
site.

VI. CONCLUSIONS

In this paper, a smart agent for Android devices based on
DialogFlow has been developed. The agent offers a great
possibility to evaluate and analyze the feedback obtained
from the Play Store market place using sentiment analysis
techniques and binary classifiers, revealing interesting data
about user experience. It also offers an innovative design for
smart-phone apps, with an intuitive interface that handles voice
commands to interact with all system components.

The proposed architecture follows a modular approach
based on a REST interface of a controller module for extend-
ing the agent capabilities, and exploit the benefits of cognitive
computing technologies for integrating natural language con-
versations.

The designed system can be used by freelance developers
in order to analyze the application market status and track
the feedback obtained, being able to extract a real meaning
from user opinions and redirect those feedback directly to
improvements or error detection tasks. This kind of tool isn’t
common nowadays, and earn so much time and money to
newly created company that has limited budget to manually
analyze their user feedback.

The high scalability offered by the developed systems raises
a lot of possible improvements or future work to be done.
One of these possible lines is to develop new classification
methods based on the average rating or the user experience
detection in order to extract even more valuable information
from app reviews. In addition, it would be also interesting to
obtain latest application downloaded by the user and develop
a recommendation system based on application of the same
category place in a high position inside the ranking.
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