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Resumen

El objetivo principal de esta tesis doctoral es mejorar el análisis de sentimientos y emo-

ciones de texto en redes sociales, aunando técnicas de procesamiento de lenguaje natural,

datos enlazados y análisis de redes sociales. La investigación se divide en tres partes muy

diferenciadas.

Primero, se desarrolló un vocabulario semántico para describir emociones y procesos de

análisis de sentimientos, alineado con la ontología de “procedencia” PROV-O. Este vocabu-

lario permite seguir un enfoque de datos enlazados en el análisis de emociones, tanto en la

anotación de recursos (datasets y lexicons), como en la publicación de servicios semánticos

de análisis de emociones. Asimismo, se extendió el vocabulario de referencia para opiniones,

Marl, para alinearlo con Prov-O.

En segundo lugar, se han modelado los diferentes componentes de los servicios de análisis

de sentimientos y emociones, así como los requisitos para crear servicios abiertos, interoper-

ables y que se puedan combinar para lograr análisis avanzados. El resultado es un marco de

desarrollo y modelado de servicios, enfocado en la modularidad. Además, se ha desarrollado

una implementación de referencia que permite a crear y publicar servicios de análisis de

sentimientos y emociones.

En tercer lugar, se ha caracterizado el contexto social, que es el conjunto de información

en una red social que complementa al mensaje, y que puede ser utilizado para mejorar el

análisis de sentimientos del mensaje. También se ha desarrollado una taxonomía de enfoques

de análisis de sentimientos basada en la forma en que el contexto social es construido y

utilizado en el análisis. Seguidamente, se han investigado modelos de análisis de sentimientos

que utilizan contexto social enriquecido mediante análisis de redes sociales.
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Abstract

The main goal of this thesis is to improve sentiment and emotion analysis of text in social

media through a combination of natural language processing, linked data and social network

analysis. To achieve this goal, we have divided our research into three parts.

First, we developed a semantic vocabulary to describe emotions, emotion models and

emotion analysis activities. This vocabulary enables a linked data approach to emotion

analysis, including in the annotation and processing of resources (e.g., datasets and lexicons),

and the development of public semantic emotion analysis services. We also extended the Marl

vocabulary for opinions and sentiment to include concepts of sentiment analysis activities.

Secondly, we modeled the different components in a sentiment or emotion analysis ser-

vice, as well as the requirements to create public and interoperable services that can be

composed to produce advanced analyses. The result is a framework to model and develop

modular services. We also developed a reference implementation of this framework, which

can be used by researchers and developers to create and publish new sentiment and emotion

analysis services.

Thirdly, we studied and formalized the concept of social context, which is the information

in a social network that accompanies a text message and can be used to improve the analysis

of said text. We also developed a taxonomy of approaches to sentiment analysis based

on how they gather social context and how they exploit it in the analysis. In addition

to characterizing social context, we investigated several models of sentiment analysis that

enrich social context through social network analysis.
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Reader’s guide

This thesis is presented in the form of a compendium of publications (compendio de pub-

licaciones). This means that this document is not a monograph, its core is a selection of

publications by the author, which have been published in peer-reviewed journals and confer-

ences and should support the quality and relevance of the results of this thesis. In particular,

at least three of these publications must be published in journals in Q1 or Q2 positions of

the JCR or Scopus ranking, and have the PhD student as first author. These requirements

can be verified through list of publications in Annex A.

This form of thesis also imposes some additional requirements on the structure and

content of the document. This section has been added to aid the reader navigate the

document and evaluate its content. The document is structured as follows.

Chapter 1 is an introduction to this thesis, it explains the motivation, background and

other relevant aspects. It also details the expected objectives and the initial hypotheses.

The last section discusses how these objectives were met, and how the hypotheses were

supported.

Chapter 2 explains the methodology used to conduct and evaluate the results of this

thesis. It presents the phases in which research has been conducted. It also introduces the

best practices followed for each type of result: definition of vocabularies, software, and other

academic results. Lastly, it explains the evaluation criteria for each type of result.

Chapter 3 contains the full texts of novel publications that are core to this thesis. Each

paper is presented in a separate section, where the full text is preceded by a short table with

relevant information (title, authors, etc.), Publications are grouped into three categories,

based on their topic: definition of vocabularies vocabularies and schemas, Linked Data for

sentiment analysis, and social context for sentiment analysis. There are several tables of

publications throughout the document, and all of them refer to the paper’s section in this

chapter. Some publications by the author have not been included in this chapter, as they

do not directly contribute to the objectives. A complete list of relevant publications can be

found in Annex A.

Chapter 4 is a general discussion about this thesis. Its different sections present an
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overview of the solutions proposed, an analysis of the results, a summary of our conclusions

from this work, and a discussion of future lines of research. The overview section (4.1) is

aimed to connect all the contributions, and to help contextualize them. The results are

presented in Section 4.2, and they are grouped by the objective (Section 1.4) they helped

achieve. As a whole, this chapter is required to describe how each publication in Chapter 3

has contributed to this thesis, and their role to fulfil the objectives defined in Section 1.4.

It should also justify the unity and coherence of the solutions and results.

The document makes use of several acronyms and abbreviations, all of which are sum-

marized and explained in Section 4.5.

Lastly, a summary of all publications is available in Annex A, including those publications

that are indirectly related to this thesis.
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CHAPTER1
Introduction

This chapter presents the context of this PhD thesis. This includes its motivation,

relevant technical and social aspects, as well as its research objectives.
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1.1 Motivation

With the rise of social media, more and more users are sharing their opinions and emotions

online (Pang and Lee, 2008a). The increasing amount of information and number of users

is drawing the attention of researchers and companies alike, which seek not only academical

results but also profitable applications such as brand monitoring. As a result, many tools and

services have been created to enrich or make sense of human generated content. Extracting

sentiment from text is a branch of NLP known as sentiment analysis.

There are some terminological issues with terms such as “sentiment analysis” and “opinion

mining”, which are sometimes used interchangeably. This has been a long standing debate

that predates the creation of online social networks. According to Pang and Lee, 2008a,

when broad interpretations are applied, sentiment analysis and opinion mining denote the

same field of study (which itself can be considered a sub-area of subjectivity analysis). For

our purposes, we will use the term sentiment in its broadest sense, and the term affect as

an umbrella in the rare occasions where the distinction between sentiment and opinion is

important. We will also use the term sentiment analysis services, which are services that

provide sentiment analysis of some sort, often over an HTTP protocol.

Terminological issues aside, sentiment analysis is broadly understood as the classifica-

tion of text as positive or negative. In other words, polarity classification. Some works

also introduce a “neutral” label, or finer grained categories such “very positive” or “mildly

negative”. Some other works use a continuous scale, and content is given a polarity value,

often in the -1 to 1 range, although this varies from work to work. All these are variations

over the same type of analysis.

This thesis focuses on different ways in which sentiment analysis can be improved, from

incorporating new concepts and tools to improve usability, to leveraging sources other than

text. As illustrated Figure 1.1, we will cover four types of improvement: the addition of

Linked Data to represent both language resources and analysis services, the move from

sentiment analysis to emotion analysis, the combination of analysis in text with other types

of analysis (multi-modal analysis), and how more information about the social network can

be leveraged.

It is important to note that these changes can be added independently, i.e., an analysis

can use social context without dealing with emotions or other modalities, but it may as well

use all the elements at the same time. We will see what each of these changes mean, why

they are important for the future of sentiment analysis, and the challenges they impose.

So far sentiment analysis tools and services have used ad-hoc annotation schemata and

4



SENTIMENT
ANALYSIS IN

TEXT

EMOTION
ANALYSIS

MULTIMODAL
ANALYSIS

LINKED DATA

LD
RESOURCES

LD
SERVICES

CONTEXT
ANALYSIS

Traditional approaches on pure text

Resources are linked to other sources, such as DBpedia
Services and resources use a common set of vocabularies
and schemas
Annotations from different sources
Resources and service results are linked to the entity that
generated them
Analyses can leverage the Knowledge Graph

More granular affects, using different models of emotions 
Annotations can be automatically converted from one
emotion model to another

Text is complemented with multimedia
Results from different modalities (text, audio, video, etc.) are
fused

The analysis also uses contextual information
The boundaries between content-level classification and
user-level classification start to disappear
Social Network Analysis reveals useful insights

Figure 1.1: Overview of the evolution of sentiment analysis, from pure text to using contex-

tual information.

services remain as isolated data silos. The lack of consensus is detrimental in several ways:

1. it impedes the creation of a homogeneous ecosystem of tools, libraries and applications;

2. it introduces ambiguity in the annotation (e.g., some services use a polarity scale of 0

to 1, whereas others use -1 to 1);

3. it hinders user adoption;

4. it makes evaluation of different services and tools hard.

These are strong barriers for the progress of the field.

Moreover, as more resources and applications appear, new types of sentiment analysis

that account for more complex types of affects have started to emerge. For instance, some

5



works focus on classifying the emotion shown by a user in a specific text, such as happiness

or surprise. Other works do stance classification (Pamungkas, Basile, and Patti, 2019), or

detecting whether a person supports, denies, queries, or comments on a specific issue. These

types of analysis can be seen as more complex forms of sentiment or subjectivity analysis,

which pose whole new set of challenges.

In particular, in this thesis we focus on emotion analysis. Emotions have a crucial

role in our lives, and even change the way we communicate (Pang and Lee, 2008a). They

can be passed on just like any other kind of information, in what some authors call emo-

tional contagion (Barsade, 2002). That is a phenomenon that is clearly visible in social

networks (Kramer, Guillory, and Hancock, 2014), and it can be observed in Online Social

Network (OSN) through public APIs make it relatively easy to study the social networks

and their information flow.

Some social sites are already using emotions natively, giving their users the chance to

share emotions or use them in queries. This is exemplified by Facebook, which recently up-

dated the way its users can share personal statuses. And there are some tools and languages

to annotate different types of media with emotions, such as EmotionML. However, there is

no common semantic vocabulary for emotions.

On the other hand, natural language is often mixed with other types of information that

can be analyzed. For instance, a video of a speech has at least three different elements

that can be analyzed using different techniques: 1) the script or words can be analyzed

using NLP; 2) the voice is analyzed using audio analysis; 3) the posture and gestures can

be analyzed using video analysis. The combination of all these analyses is known as multi-

modal analysis, and it is an active field that gathers experts from different disciplines. Each

type media lends itself to different types of analysis. In fact, one of the reasons emotion

detection in text far less popular than polarity classification may be that it is easier to detect

the valence (positive or negative) of an opinion in text, than it is to detect other dimensions

of an emotion, such as the arousal (high intensity level) of the author.

Emotion analysis is more common in audio than in text, as the opposite occurs: it is

harder to detect valence than arousal or dominance. Combining different modalities can

help counter the weaknesses of each modality, but it can be very challenging, as each field

has traditionally worked in isolation, using different tools, naming conventions and models.

This leads to technical challenges, such as dealing with different tools and formats, and some

conceptual challenges, such as having different emotion models. The technical challenges

are mostly caused by the lack of communication between communities, and they can be

remedied through tooling and using linked data vocabularies as lingua franca. Conceptual
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differences such as model heterogeneity are trickier to solve. Some of these differences stem

from the lack of a standard affect model, and the fact that certain models are more suited

to specific modalities. As we said, it is easier to detect arousal (high intensity levels) from

audio than it is to detect valence (polarity). This may be a reason why the speech analysis

community has used dimensional models such as the Valence-Arousal-Dominance model,

whereas the text community has relied on positive, negative and neutral tags. Some types

of analysis may require converting all annotations to a common model, which is not trivial.

Lastly, despite the advantages of multi-modal analysis, simply analysing the content of

a message is still not enough to confidently infer the sentiment of the author. When humans

communicate, there is a plethora of information that is assumed or implicitly known, such

as known political affiliations of each interlocutor, history of comments, or acquaintances.

Social media content relies heavily on this type of information, due to its informal tone

and the brevity of the interactions. If this information could be modelled and exploited, it

may improve sentiment analysis in social media, as shown by some related works that have

already shown promising results.

We have thus identified four shortcomings of the state of the art in sentiment analysis in

text: 1) lack of interoperability, i.e., heterogeneity of formats and schemas; 2) underrepre-

sentation of emotion analysis; 3) difficulty to integrate with other types of analysis; and 4)

disregard for contextual information. To target interoperability, Linked Data can be used

as a lingua franca for data representation as well as a set of tools to process and share such

information. Plenty of services have embraced the Linked Data concepts and are providing

tools to interconnect the previously closed silos of information (Tummarello, Delbru, and

Oren, 2007). It has even proven useful in some areas of Opinion Mining. Some schemata

offer semantic representation of opinions (Westerski, Carlos A. Iglesias, and Tapia, 2011),

allowing richer processing and interoperability. The same could be applied to sentiment

analysis as a whole, and to Emotion Analysis, once there is a proper model for emotions.

In addition to vocabularies and schemas, achieving real service interoperability would fur-

ther require common APIs and methodologies. Once a proper model for emotions is in

place, new resources and examples for emotion analysis should become available, thus in-

creasing the popularity of emotion analysis. A Linked Data principled approach would also

help with multimodal analysis by providing common models for all modalities, modelling

all the transformations necessary to fuse different modalities, and helping track provenance

information.

In summary, sentiment and emotion analysis could benefit of the combination of a linked

data principled approach, multi-modal analysis, and leveraging contextual information. The
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first one has the potential to enable novel applications, interoperability of tools and services,

and in general would foster research and applications in the field. The last two may be used

to improve the performance of sentiment and emotion classification. This thesis aims to

tackle these issues, effectively modelling and linking affects (sentiment and emotion), data

(knowledge graph), and people (context in the social network).

1.2 Background

1.2.1 Sentiment and Emotion Analysis

Sentiment analysis has been an active field of research for a long time, but it has grown in

popularity with the advent of online opinion-rich resources (Pang and Lee, 2008b). This

new type of content comes with new challenges and limitations. The quintessential example

is how microblogging sites such as Twitter impose hard limitations on text extension. In the

case of Twitter, that limitation has only been recently lifted from the iconic 140 characters.

Due to the limitations and the intended audience, those texts also tend to be more relaxed

and make heavy use of slang and abbreviations. In contrast, prior to the creation of these

OSNs, sentiment analysis dealt mostly with longer and formal texts, such as those in news

articles, papers and books. A great deal of the research in recent years has gone into finding

ways to combat those challenges. In turn, these resources have also added their own set of

limitations and challenges.

Over the last two decades, numerous works have explored different approaches to senti-

ment analysis. These approaches can be grouped into machine learning, lexicon based, and

hybrid (K. Ravi and V. Ravi, 2015). Of the three, machine learning techniques and hybrid

approaches seem to be dominant (Araque et al., 2017; Pang, Lee, and Vaithyanathan, 2002;

Wang and Manning, 2012), and lexicon techniques are typically incorporated into machine

learning approaches to improve their results. Machine learning approaches apply a predic-

tor (a classifier, or an estimator) on a set of features that represent the input. The set of

predictors is not very different from those used in other areas. Instead, the complexity in

these approaches lies in extracting complex features from the text, filtering only relevant

features, and selecting a good predictor (Sharma and Dey, 2012).

One of the most straightforward features is the Bag Of Words (BOW) model. In BOW,

each document is represented by the multiset (bag) of its constituent words. Word order is

disrupted, and syntactic structures are broken. As a result, a great deal of information from

natural language is lost (Xia and Zong, 2010). Therefore, various types of features have been

exploited, such as higher order n-grams (Pak and Paroubek, 2010). A more sophisticated
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feature is Part of Speech (POS) tagging (Gimpel et al., 2011). In it, a syntactic analysis

process is run, and each word is labeled (tagged) with its syntactic function (e.g., noun).

Additionally, syntactic trees can be calculated. Using these trees, the words in the input

can be rearranged to a more convenient position while still conveying the same meaning.

Note how these two types of features only rely on lexical and syntactical information. For

this reason, they are sometimes referred to as surface forms.

Surface forms can also be combined with other prior information, such as word senti-

ment polarity (García-Pablos, Cuadros Oller, and Rigau Claramunt, 2016; Cambria, 2016;

Kiritchenko, Zhu, and Mohammad, 2014; Melville, Gryc, and Lawrence, 2009; Nasukawa

and Yi, 2003). This prior knowledge usually takes the form of sentiment lexicons, i.e., dic-

tionaries that associate words in a domain or language with a sentiment. Some lexicons

also include non-words such as emoticons (Jiang et al., 2015; Hogenboom et al., 2015) and

emoji (Novak et al., 2015). These alternative forms of writing have been shown very useful,

as they can dominate textual cues and form a good proxy for text polarity (Hogenboom

et al., 2015).

The use of lexicon-based techniques has many advantages (Taboada et al., 2011), most

of which stem from their combination with other methods. For instance, it is possible to

generate lexicons that are domain dependent or that incorporate language-dependent char-

acteristics. Lexicons and syntactic information can also be combined with linguistic context

to shift valence (Polanyi and Zaenen, 2006). On the other hand, there are several disadvan-

tages to lexicon approaches. First, creating lexicons is an arduous task, as it needs to be

consistent and reliable (Taboada et al., 2011). It also needs to account for valence variabil-

ity across domains, contexts, and languages. These dependencies make it hard to maintain

domain-independent lexicons. An alternative to retain independence while encoding do-

main, language, and context variability is through semantic representation of the lexical

resources in the form of ontologies. An ontology can encode both lexical (McCrae, Spohr,

and Cimiano, 2011b) and affective (Sánchez-Rada and Carlos A. Iglesias, 2016) nuances,

both in the lexicons and in the automatic annotations (Buitelaar, Arcan, et al., 2013). This

is especially useful for aspect-based sentiment analysis, as the differences between aspects

can be incorporated into the ontology (Wei and Gulla, 2010).

In recent years, new approaches based on deep learning have shown excellent performance

in Sentiment Analysis (Collobert et al., 2011; Bengio, 2009). In contrast with traditional

techniques, deep learning techniques learn complex features from data with minimum hu-

man interaction. These algorithms do not need to be passed manually crafted features: they

automatically learn new complex features. The downside is that the quality of the features
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heavily depends on the size of the training data set. Hence, they often require large amounts

of data, which is not always available. They also raise other concerns such as interpretabil-

ity (Marcus, 2018; Lipton, 2016) or its inability to adapt to deal with edge cases (Marcus,

2018). In the realm of NLP, most of the focus is on learning fixed-length word vector repre-

sentations using neural language models (Kim, 2014). These representations, also known as

word embeddings, can then be fed into a deep learning classifier, or used with more tradi-

tional methods. One of the most popular approaches in this area is word2vec (Mikolov et al.,

2013). The downside of these methods is that they require enormous amounts of training

data. Luckily, several researchers have already applied these methods to large corpora such

as Wikipedia and released the resulting embeddings.

Lastly, it is also possible to combine independent predictors to achieve a more accurate

and reliable model than any of the predictors on their own. This approach is known as en-

semble learning. Many ensemble methods have been previously used for sentiment analysis.

Ensemble methods can be classified according to two main dimensions Rokach (2010): how

predictions are combined (rule-based and meta-learning), and how the learning process is

done (concurrent and sequential). A new application of ensemble methods is the combina-

tion of traditional classifiers based on feature selection and deep learning approaches (Araque

et al., 2017).

1.2.2 Linked Data for NLP

Tim Berners-Lee, 2006 outlined a set of rules for publishing data on the Web in a way that

all published data becomes part of a single global data space:

1. Use URIs as names for things

2. Use HTTP URIs so that people can look up those names

3. When someone looks up a URI, provide useful information, using the standards(RDF,

SPARQL)

4. Include links to other URIs, so that they can discover more things

In Berner-Lee’s own words, rather than rules these are actually expectations of behavior:

breaking them does not destroy or break any contract. But by following them we seize the

opportunity to data interconnected. Hence, these rules have since been known as the Linked

Data principles In general, Linked Data Bizer, Heath, and Berners-Lee, 2009 refers to best

practices and technologies for publishing, sharing and connecting structured data on the

web.
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What is missing from those rules is how the useful information should be organized. It

leaves that side to Resource Description Framework (RDF) and other standards. RDF is a

standard for establishing semantic interoperability on the Web Decker et al., 2000. It is sim-

ilar to XML in many aspects. Except that XML only addresses document structure, i.e., the

hierarchical relation of different elements, and their attributes. By contrast, RDF provides a

data model that can be extended to provide more sophisticated ontological representations.

This flexibility means that RDF better facilitates interoperability.

At its core, the RDF model is very simple. It is based on subject-predicate-object

expressions. For instance, let us consider the the expression “I studied at UPM”. Here,

the subject is “I”, the predicate is “studied at”, and the object is “UPM”. For all three,

we would need a URI, or unique identifier. As their name implies, these URIs must

be unique to each specific concept, and they should be addressable to comply with the

linked data principles. We will use an invalid domain as base, and the following full URIs:

http://example.com/jfernando, http://example.com/studied-at and, lastly

http://example.com/UPM. By the same token, we may add new predicates and URIs.

For instance, the example in Listing 1.1 encodes the information: my supervisor and I

studied at UPM.

Listing 1.1: Example of RDF in n-triples notation

<http://example.com/jfernando> <http://example.com/studied-at> <http://example.com/

UPM> .

<http://example.com/jfernando> <http://academia.test/supervised-by> <http://example.

com/cif> .

<http://example.com/cif> <http://example.com/studied-at> <http://example.com/UPM> .

Writing all triples explicitly is very cumbersome and it reduces readability. RDF has

other representation formats that are better for human consumption, such as Turtle (List-

ing 1.2). These formats can also use additional features such as prefixes, to make the

annotation even easier to read and write.

Listing 1.2: Example of RDF in turtle notation

@prefix ex: <http://example.com/> .

@prefix academia: <http://academia.text/> .

ex:jfernando ex:studied-at ex:UPM ;

academia:supervised-by cif.

cif ex:studied-at ex:UPM .

An interesting alternative format is JSON-LD1, a subset of JSON that incorporates se-

1http://json-ld.org
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mantics. JSON-LD was designed as a lightweight Linked Data format for human consump-

tion and creation. With other RDF representation formats, new tools, standards (SPARQL)

and software (e.g., databases) are required to store and query data. Since JSON-LD is fully

compatible with all the JSON ecosystem, it can be used anywhere JSON is. This makes it

an ideal data format for programming environments, REST Web services, and unstructured

databases such as CouchDB and MongoDB. The previous examples could be represented

in JSON-LD as Listing 1.3. The semantics of each property and value are provided by the

JSON-LD context, which can be re-used and referenced by URL, such as in the example.

In our example, the context is shown in Listing 1.4.

In contrast with the graph-based RDF model, JSON uses a hierarchical model-based

structure. This means that there are different ways (i.e., schemas) to represent an RDF

graph in JSON-LD form. For each situation, some of those schemas are more verbose, and

some are easier to use. Part of the challenges in defining a model for sentiment and emotion

analysis will lie in selecting a schema that is ergonomic while retaining all the necessary

information.

Listing 1.3: Example of RDF in JSON-LD notation

{ "@context": "http://example.com/context.jsonld",

"@id": "jfernando",

"studied-at": "UPM",

"supervised-by": {

"@id": "cif",

"studied-at": "UPM"

}

Listing 1.4: Context for Listing 1.3

{

"@context": {

"@base": "http://example.com",

"supervised-by": {

"@id": "http://academia.test/supervised-by"

},

"studied-at": {

"@type": "@id",

"@id": "http://example.com/studied-at"

}

}
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}

So far, we have defined our own URIs and predicates. In other words, we have chosen

our representation model for our example domain. This is fine for an ad-hoc case, but one

of the advertised advantages of Linked Data is the ability to connect different data sources.

If different data sources use very different predicates and URIs for the same concepts, we

will not be able to merge their information without intervention. Consequently, we need a

way to agree on a set of common predicates and entities that are valid. These models are

also referred to as ontologies, vocabularies, or specifications. There are different types of

vocabularies. The simplest are just a list of predicates and entities. Some are expressed in

rich languages such as Web Ontology Language (OWL) and allow for a fine-grain definition

of the domain, which can later be used for reasoning and inference. These ontologies add

useful concepts such as classes, subclasses, properties, ranges and domains. Back to our

example, we may add classes to our vocabulary such as PhD student, and properties such

as date of defense. We may also include restrictions like people can only study at a

university, or people can only be supervised by full professors. This could be used to check

for incoherent data (e.g., if ex:cif was listed as a fellow student (not a professor)), or to

infer missing data.

To foster reusability and composability, each vocabulary is expected to cover one domain,

and to rely on others to model aspects outside of that domain. For instance, in our example

we could add my e-mail address re-using properties from other vocabularies such as Friend

of a Friend (FOAF). An example of vocabulary that is very widespread on the internet is

schema.org2, which covers different domains that are useful from a web search engine, such

as venues, online reviews and people.

Rather than creating an ad-hoc model for each domain, linked data principles encourage

reusing already existing models. This thesis covers three different domains that need to

be modelled with linked data: 1) language resources; 2) sentiment and emotion analysis

services. 3) sentiment and emotions (more generally, affects);.

Linked data technologies have gained wide acceptance in the realm of language resources,

as a mechanism to combine heterogeneous resources. Before the use of linked data, several

initiatives had addressed interoperability of language resources since the late 1980s such as

Text Encoding Initiative (TEI) (Ide and Veronis, 1995), but there was not yet a widely

accepted global solution for integrating and combining heterogeneous linguistic resources

from different sources (Chiarcos, 2013). In particular, the Linked Open Data (LOD) Project

2http://schema.org
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is a grassroots community effort supported by W3C whose aim is to bootstrap the Web of

Data by identifying existing datasets available under open licenses, convert them to RDF

following the Linked Data principles, and to publish them on the Web. The data cloud

originated from this initiative is known as the LOD Cloud. Several communities such as

Open Linguistics Working Group (OWLG) (Chiarcos, 2013) proposed the idea of adopting

linked data principles for representing, sharing and publishing open linguistic resources

with the aim of developing a sub-cloud of LOD cloud of linguistic resources, known as the

Linguistic Linked Open Data (LLOD) cloud (Chiarcos, Hellmann, and Nordhoff, 2011a).

In addition, the use of linked data for modeling linguistic resources provides a clear path

to their semantic annotation and linking with semantic resources of the Web of Data. This is

especially important for making sense of social media streams whose semantic interpretation

is particularly challenging, because they are strongly inter-connected, temporal, noisy, short,

and full of slang (Bontcheva and Rout, 2012). Moreover, several authors (Saif, He, and Alani,

2012) have shown that the use of semantics in sentiment analysis outperforms semantics-free

methods. Thus, the availability of semantically annotated linguistic resources is a crucial to

the development of the field of sentiment analysis.

Similarly, the NLP community has recently started to use alternatives to model NLP

processes as linked data, and to achieve interoperability between different NLP tools and

services. The most popular initiative in this area is NLP Interchange Format (NIF). NIF

2.0 (Hellmann et al., 2013) defines a semantic format and API for improving interoperability

among natural language processing services. NIF follows a linked data principled approach

so that different tools or services can annotate a text. To this end, texts are converted to

RDF literals and an URI is generated so that annotations can be defined for that text in a

linked data way. NIF offers different URI Schemes to identify text fragments inside a string,

e.g. a scheme based on RFC5147 (Wilde and Duerst, 2008), and a custom scheme based on

context.

Thus, NIF is a natural fit for sentiment and emotion analysis in text. But, for that, NIF

needs to be extended to include specific parts of Sentiment and Emotion Analysis, such as

a description of Opinions and Emotions. That is the role of vocabularies such as Marl.

Marl (Westerski, Carlos A. Iglesias, and Tapia, 2011) is a vocabulary for Opinion Mining.

It was designed to annotate and describe subjective opinions expressed in text. In essence,

it provides the conceptual tools to annotate Opinions and results from Sentiment Analysis

in an open and sensible format. However, it is focused on polarity extraction and is not

capable of representing Emotions.

LLOD (Chiarcos, Hellmann, and Nordhoff, 2011b; Chiarcos, McCrae, et al., 2013) is an
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initiative that promotes the use of linked data technologies for modeling, publishing and

interlinking linguistic resources. The main benefit of using linked data principles to model

linguistic resources is that it provides a graph-based model that allows representing different

kinds of linguistic resources (such as lexical-semantic resources, linguistic annotations or cor-

pora) in a uniform way, thus supporting querying across resources. The creation of an LLOD

cloud is a cooperative task that is been managed by several communities, such as OWLG

of the Open Knowledge Foundation and Ontology-Lexica Community Group (OntoLex) of

W3C. As a result of this activity, an initial LLOD is currently available, where several

types of resources have been identified: lexical-semantic resources (e.g. machine readable

dictionaries, semantic networks, semantic knowledge bases, ontologies and terminologies),

annotated corpora and linguistic annotations.

With regards to modeling lexical-semantic resources, we find Lexicon Model for Ontolo-

gies (lemon) (Buitelaar, Cimiano, et al., 2011). The lemon vocabulary proposes a framework

for modeling and publishing lexicon and machine-readable dictionaries as linked data. It

also provides a bridge between the most influential lexical-semantic resources, WordNet (Fell-

baum, 1998) and DBPedia (Bizer, Lehmann, et al., 2009). Lemon was designed to meet the

following challenges:

• RDF-native form to enable leverage of existing Semantic Web technologies (SPARQL,

OWL, RIF etc.).

• Linguistically sound structure based on LMF to enable conversion to existing offline

formats.

• Separation of the lexicon and ontology layers, to ensure compatibility with existing

OWL models.

• Linking to data categories, in order to allow for arbitrarily complex linguistic descrip-

tion. In particular the LexInfo vocabulary is aligned to lemon and ISOcat.

• A small model using the principle of least power - the less expressive the language, the

more reusable the data.

With regards to annotated corpora, there are two initiatives (Chiarcos, Hellmann, and

Nordhoff, 2012), POWLA (Chiarcos, 2012b) and NIF (Hellmann, 2013) that enable to

link lexical-semantic resources to corpora. Finally, Ontologies of Linguistic Annotation

(OLiA) (Chiarcos, 2012a) are a repository of annotation terminology for various linguistic

phenomena that can be used in combination with POWLA, NIF or lemon. OLiA ontologies
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allow to represent linguistic annotations in corpora, grammatical specifications in dictionar-

ies, and their respective meaning within the LLOD cloud in an operable way.

The main benefits of modeling linguistic resources as linked data include (Chiarcos,

McCrae, et al., 2013) interoperability and integration of linguistic resources, unambiguous

identification of elements of linguistic description, unambiguous links between different re-

sources, possibility to annotate and query across distributed resources and availability of

mature technological infrastructure.

Another key aspect of the semantic models in this thesis is provenance. Provenance is

information about entities, activities, and people involved in producing a piece of data or

thing, which can be used to form assessments about its quality, reliability or trustworthiness.

The PROV Family of Documents defines a model, corresponding serializations and other

supporting definitions to enable the inter-operable interchange of provenance information in

heterogeneous environments such as the Web (Moreau et al., 2011). It includes a full-fledged

ontology that other ontologies can link to. The complete ontology is covered by the PROV-O

Specification (Groth and Moreau, 2013). In essence, Agents take part in Activities to trans-

form Entities (data) into different Entities (modified data). This process can be aggregation

of information, translation, adaptation, etc. For the purpose of this thesis, this activity is

usually a sentiment or emotion analysis, which turns plain data into semantic sentiment

or emotion information. There are many advantages to adding provenance information in

emotion analysis, as different algorithms may produce very different results that can then

be compared or aggregated.

1.2.3 Emotion Representation

Emotion is a very common concept that gets used often in everyday life, it is ingrained in

our vocabulary. The term usually gets used in a very loose and subjective way. For emotion

analysis, and any other kind of research on affective computing, we need a more rigorous

definition of emotion, including what emotions are possible, and how they can be measured

and represented. We refer to that definition as a model of emotions, or emotion model. As

it turns out, modelling emotions is a rather complex task. In this section we will cover the

most popular attempts to propose a universal model of emotions. We will also cover some

alternative ways to represent emotions in a machine-readable way.

Various representation schemes for emotions have been proposed over the years, each

based on particular criteria, ranging from the most simplistic and ancient that come from

Chinese philosophers to the most modern theories that refine and expand older models (Ek-

man, 1999; Prinz, 2004). The literature on the topic is vast, and it is out of the scope of
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this section to cover all these models. Other works have presented a detailed overview of

different emotion models and their use in affective computing (Cambria, Livingstone, and

Hussain, 2012). Overall, there are two main types of models: models based on categories,

and dimensional models. In the former, emotions are represented with one or more cat-

egories or labels (e.g., happy, sad). In practice, in addition to categories there may also

be other numeral values, such as value (i.e., how strong the emotion is), and confidence of

the annotation. On the other hand, dimensional models represent emotions in the contin-

uum of an n-dimensional space. The number of dimensions varies from model to model.

Additionally, some models label specific regions of that space.

One of the most popular categorical models, even in popular culture, is Ekman’s model

of six basic emotions (Anger, Fear, Surprise, Happiness, Disgust, Sadness), which is based

on the universality of those emotions (Ekman and Friesen, 1971). The advantage of Ekman’s

model is its simplicity. At the same time, other researchers have found this simplicity too

limiting to represent the wealth of human emotions. For instance, Plutchik’s wheel of emo-

tion is an alternative to Ekman’s model that provides more categories of emotion. It is based

on contrast and closeness of emotions (Plutchik, 1980a), and the categories are arranged in

concentric circles of growing complexity. At its root, there are eight basic basic emotions:

anger, fear, sadness, disgust, surprise, anticipation, trust, and joy. All other emotions are

derived from those. Plutchik’s model has been extensively used (Borth et al., 2013; Cam-

bria, Havasi, and Hussain, 2012) in the area of Sentiment Analysis and Affective Computing,

relating all the different emotions to each other in what is called the rose of emotions. Other

categorical models cover affects in general, which include Emotions as part of them. One of

them is the work by Strapparava and Valitutti, WordNet-Affect (Strapparava and Valitutti,

2004). It comprises more than 300 affects, many of which are classified as emotions. What

makes this categorisation interesting is that it effectively provides a taxonomy of emotions.

It both gives information about relationship between emotions and makes it possible to to

decide the level of granularity of the emotions expressed. Lastly, the recent work by Cambria

et al. (Cambria, Livingstone, and Hussain, 2012) introduces a novel model, The Hourglass

of Emotions, inspired by Plutchik’s studies (Plutchik, 1980b).

On the dimensional front, we will cover three closely-related models. First, Russel’s

Circumplex model is constructed to capture the core affect in a two dimensional (Arousal

and Valence) model (Russell, 2003; Posner, Russell, and Peterson, 2005). Arousal reflects the

level of energy in the emotion (e. g., pleased vs. ecstatic), whereas valence reflects the hedonic

tone (e. g., pleasant vs. unpleasant). Osgood later identified an additional dimension, and

the result is the very widespread PAD (Pleasure, Arousal, Dominance) three-dimensional

representation (Osgood, Suci, and Tannenbaum, 1957). Dominance represents the sense of
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control or dominant nature of the emotion (e. g., fear vs. anger). More recently, Fontaine

et al. identified a fourth dimension (unpredictability) (Fontaine et al., 2007). This new

dimension refers to the appraisal of expectedness or familiarity.

Despite the efforts put into these models, there does not seem to be a universally

accepted model for emotions (Schröder, Pirker, and Lamolle, 2006). This poses a prob-

lem for any field of emotion research, but it is even more troubling for affective com-

puting, where systems need a representation format for emotions. Emotion Markup Lan-

guage (EmotionML) (Burkhardt et al., 2013) is one of the most notable general-purpose emo-

tion annotation and representation languages. It was born from the efforts made for Emotion

Annotation and Representation Language (EARL) (Excellence, 2006; Schröder, Pirker, and

Lamolle, 2006) by Human-Machine Interaction Network on Emotion (HUMAINE).

In a discussion regarding EmotionML, Schroder et al. pose that any attempt to pro-

pose a standard way of representing emotions for technological contexts seems doomed to

fail (Schröder, Devillers, et al., 2007). Instead they claim that the markup should offer

users choice of representation, including the option to specify the affective state that is

being labelled, different emotional dimensions and appraisal scales. The level of intensity

completes their definition of an affect in their proposal. As a result, EmotionML offers twelve

vocabularies for categories, appraisals, dimensions and action tendencies. A vocabulary is a

set of possible values for any given attribute of the emotion. There is a complete description

of those vocabularies and its computer-readable form available (Ashimura et al., 2012).

There have also been some efforts to provide a semantic vocabulary for emotions. First,

the Chinese Emotion Ontology (Yan et al., 2008) was developed to help understand, clas-

sify and recognize emotions in Chinese. The ontology is based on HowNet, the Chinese

equivalent of WordNet. The ontology provides 113 categories of emotions, which resemble

the WordNet taxonomy and the authors also relate the resulting ontology with other emo-

tion categories. All the categories together contains over 5000 Chinese verbs. Soon after,

Grassi presented Human Emotion Ontology (HEO) (Grassi, 2009). This ontology presents

an ontology for human emotions for its use for annotating emotions in multimedia data.

HEO deals with the heterogeneity of emotional theories by providing a generic character-

isation of emotions. There are several limitations with HEO. First of all, despite being

a generic ontology, HEO embeds the most common models (Plutchik, Ekman, Hourglass,

etc.) in the ontology itself. Moreover, its representation of action tendencies and appraisal

as entities, instead of properties, makes its use for dimensional annotation very verbose. It

also includes some properties (e.g. isAnnotatedBy) that, while useful for certain types of

Emotion Analysis, are not generic or there are other established ontologies that provide the
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same concept. And it makes assumptions about certain properties, which limits its use. For

instance, automated emotion analysis would not have a human annotator, as HEO suggests.

Another work worth mentioning is that of Hastings et al. (Hastings et al., 2011) in

Emotion Ontology (EMO), an ontology that tries to reconcile the discrepancies in affective

phenomena terminology. It is, however, too general to be used in the context of emotion

analysis: it provides a qualitative notion of emotions, when a quantitative one would be

needed.

1.2.4 Contextual information for sentiment analysis

Contextual information refers to the collection of users, content, relations, and interactions

which describe the environment in which social activity takes place. It encapsulates the

frame in which communication in social media takes place. Since this is a new field of

research, the definition and use of this contextual information for sentiment analysis was

rather vague. This makes it hard to describe or compare works of the state of the art. One

of the contributions of this thesis is a formal definition of social context. For the sake of

clarity, we will use that terminology throughout the thesis.

Social context is used in sentiment analysis for two reasons that are subtly different.

First, it can be used to compensate for implicit elements in the text. An example of this

is how slang, abbreviations or semantic variations can be detected and accounted for in the

classification. Humans apply a similar process when trying to understand content. Content

authors also unconsciously rely on this fact and they assume certain prior knowledge. The

second motivation to add social context is that it may help correct ambiguity or situations

where textual queues are lacking. For example, a classifier may use the sentiment of earlier

posts by the user and similar users on the same topic.

Tan et al. (2011) is one of the first works to incorporate social context information, which

the authors called heterogeneous graph on topic, to infer (user) sentiment. The underlying

ideas behind that work are user consistency and homophily. A function to measure each

of those attributes is provided, and the model tries to maximize the overall value. The

authors compare alternative ways to construct the user network, using variations of follower-

followee relations and direct replies (interactions). In their results, relations and interactions

yield similar results. In the original formulation edges (relations or interactions) are not

weighted, so users are influenced equally by all their neighbors. Interactions are bound to

be noisy, and aggregating them in this fashion is likely to provide little or no advantage

over a simple relation. The SANT model (X. Hu et al., 2013) follows similar ideas but

for content classification. It also combines sentiment consistency, emotion contagion and a
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unigram model in a classifier.

Pozzi et al. (2013) extended the model by Tan et al. (2011). Their model uses what

they call an approval network, which effectively add weights for edges between users. The

rationale for that change is that friendship does not imply approval, and that a weighted

network of interactions should better capture emotion contagion.

Other models have also exploited other strategies such as community detection in their

analysis. An example is Xiaomei et al. (2018), which incorporate weak dependencies between

microblogs, using community detection (different algorithms) on a network of microblogs.

In their work, microblogs are connected if their authors are (i.e., there is a follower-followee

relation). They refer to connections inferred from community detection as weak connections.

1.2.5 Social Network Analysis and Community Detection

Social Network Analysis (SNA) is the investigation of social structures Otte and Rousseau,

2002. It provides techniques to characterize and study the connections between people, and

their interactions. SNA is not limited to OSN, but to any kind of social structure. Other

examples of social network would be a network of citations in publications or a network

of relatives. Through SNA techniques, it is possible to extract information from a social

network that may be useful for sentiment analysis, such as chains of influence between users,

groups of like-minded users, or metrics of user importance.

There are several ways in which SNA techniques can be exploited in sentiment analysis,

but most of them fall under one of two categories: those that transform the network into

metrics or features that can be used to inform a classifier; and those that limit the analysis

to certain groups or partitions of the network.

A simple example of metrics provided by SNA could be user’s follower in-degree (num-

ber of users that follow the user) and out-degree (number of users followed by the user),

which could be used as features for each user (Sixto, Almeida, and López-de-Ipiña, 2018).

However, these metrics are not very rich, as they only cover users directly connected to a

user, and it does so in a very naive way: all connections are treated equally. Other more

sophisticated metrics could be used instead of in/out-degree, such as centrality, a measure

of the importance of a node within a network topology, or PageRank, an iterative algorithm

that weights connections by the importance of the originating user. Several works have in-

troduced alternative metrics for user and content influence in a network (Hajian and White,

2011; Noro and Tokuda, 2016).

The second category of approaches is what is known either as network partition or
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as community detection, depending on whether the groupings may overlap. Intuitively,

community detection aims to find subgroups within a larger group. This grouping can be

used to inform a classifier, or to limit the analysis to relevant groups only. More precisely,

community detection identifies groups of vertices that are more densely connected to each

other than to the rest of the network (Papadopoulos et al., 2012). The motivation is to reduce

the network into smaller parts that still retain some of the features of the bigger network.

These communities may be formed due to different factors, depending on the type of link

used to connect users, and the technique used to detect the communities. Each definition

has its own set of characteristics and shortcomings. For instance, if users are connected after

messaging each other, community detection may reveal groups of users that communicate

with each other often (Deitrick and W. Hu, 2013). By using friendship relations, community

detection may also provide the groups of contacts of a user (Gao et al., 2012).

The reader is referred to other publications (Papadopoulos et al., 2012; Orman, Labatut,

and Cherifi, 2011) for further details of the different definitions of community and algorithms

to detect them.

1.3 Hypotheses

After taking into consideration the background and context of this thesis, we formulated the

following hypotheses:

• Hypothesis-1 A Linked Data approach to sentiment analysis would increase interop-

erability between services and enable advanced capabilities such as automatic evalua-

tion

• Hypothesis-2 A semantic vocabulary for emotions would ease multi-modal analysis

and enable the use of different emotion models

• Hypothesis-3 Sentiment of social media text can be predicted using additional con-

textual information (e.g., previous history and relations between users)

1.4 Objectives

In order to test the hypotheses in the previous section, we set the following objectives:

• Objective-1 Definition of a vocabulary for emotions

The vocabulary should be applicable to different use cases, including language re-

sources (lexica and corpora) and analysis services.
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• Objective-2 Definition of a model to annotate language resources and to be used in

analysis services

The model should leverage existing vocabularies such as Marl and lemon, and provide

a unified representation for both language resources and services.

• Objective-3 Definition of a reference architecture for sentiment and emotion analysis

services

The architecture will be based on the definition of a REST-ful resource model, in order

to facilitate the development of services. The architecture should be adaptable to a

Big Data scenario.

• Objective-4 Development of a reference implementation of the architecture

The reference implementation will be valuable to evaluate the soundness of the archi-

tecture.

• Objective-5 Modelling the types of contextual information and social theories (such

as emotion propagation) that can be leveraged for sentiment and emotion analysis

This may require the use of additional models, such as social theories of behavior and

group formation, or techniques from other fields, such as Social Network Analysis.

1.5 Document outline

The rest of the document is structured as follows: Chapter 2 explains the methodology

used to conduct and evaluate the results of this thesis, the phases of this research, best

practices followed and evaluation criteria for each type of result; Chapter 3 contains the

full texts of novel publications that are core to this thesis; Each paper is presented in a

separate section, where the full text is preceded by a short table with relevant information

(title, authors, etc.); Publications are grouped into three categories, based on their topic:

definition of vocabularies vocabularies and schemas, Linked Data for sentiment analysis, and

social context for sentiment analysis; Chapter 4 is a general discussion about this thesis; It

presents an overview of the solutions proposed, an analysis of the results, a summary of our

conclusions and a discussion of future lines of research. Lastly, a summary of all publications

is available in Annex A, including those publications that are indirectly related to this thesis.
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CHAPTER2
Methodology

In layman’s terms, research is ‘finding out something you don’t know.’ Luckily, the

actual act of research is much less vague. It needs to be methodical, focused and

rigorous. This chapter presents the methodological considerations to ensure this thesis

follows those principles.
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2.1 Introduction

There are two ways to conduct research, using induction or deduction. The first way proposes

generalizations based on observations. For this camp, the cornerstone of research is the

examination of the adequacy of generalizations, formulated as hypotheses (Phillips, Pugh,

et al., 2010)1. The deductive approach uses known theory to propose hypotheses, which

are then tested. A proponent of this view was Karl Popper who claimed that the nature

of scientific method is hypothetico–deductive and not, as is generally believed, inductive.

When conducting a PhD thesis, it is important to understand the difference between these

two interpretations of the research process to avoid discouragement, and suffering from a

feeling of ‘cheating’ or not going about it the right way.

A popular misconception about scientific method is that it is inductive: that the formula-

tion of scientific theory starts with the basic, raw evidence of the senses – simple, unbiased,

unprejudiced observation. Out of these sensory data - commonly referred to as ‘facts’ –

generalizations will form. The myth is that from a disorderly array of factual information

an orderly, relevant theory will somehow emerge. However, the starting point of induction

is an impossible one.

There is no such thing as unbiased observation. Regardless of how hypotheses arise,

either guesswork or by inspiration, they can and must be tested rigorously, using the appro-

priate methodology. If the predictions you make as a result of deducing certain consequences

from your hypothesis are not shown to be correct then you must discard or modify your hy-

pothesis. If the predictions turn out to be correct then your hypothesis has been supported

and may be retained until such time as some further test shows it not to be correct. This

thesis concerns two types of research: problem-solving, and exploratory.

Problem-solving research starts from a particular problem, and it applies current knowl-

edge to it, usually from different fields of expertise. The challenge in this type of research

comes from rigorously defining the problem, and the method in which the solution will be

sought. The use of Linked Data for sentiment and emotion analysis services and resources

falls under this category. It is defined in terms of shortcomings of current approaches,

and its hypotheses are formulated around real-world outcomes more so than on academic

achievements.

On the other hand, we have exploratory research, where little is known about the prob-

lem, This type of research will need to examine what theories and concepts are appropriate,

1To properly introduce the scientific methodology, we have borrowed heavily from Phillips, Pugh, et al.,

2010, which we encourage any aspiring PhD student to read.

24



developing new ones if necessary, and whether existing methodologies can be used. It in-

volves pushing the frontiers of knowledge in the hope that something useful will be discovered

The investigation of contextual information falls under this type of research, as it is a novel

field of study, which combines several research areas. In this specific case, there is also a

very precise end: improving sentiment and emotion analysis.

The following sections describe the phases in which we have organized our research,

as well as the specific methodological considerations for each type of work (e.g., defining

semantic vocabularies).

2.2 Phases

This thesis has been structured around three main fields of knowledge: semantic vocabu-

laries, linked data services and social context. Each phase has been further divided into

different tasks:

1. Phase 1 (vocabularies)

1. Study of semantic technologies and their application in research

2. Survey of currently used ontologies in the Sentiment and Emotion domain, as

well as in the NLP community

3. Identification of missing definitions for Sentiment and Emotion Analysis

4. Definition of missing vocabularies

5. Publication of the vocabularies

6. Promoting the vocabularies and improving them based on community feedback

2. Phase 2 (services)

1. Study of the state of the art in semantic analysis services (e.g., NIF, Emotion-ML)

and popular tools

2. Definition of a generic framework for sentiment and emotion analysis services

3. Development of a reference implementation

4. Adaptation of popular services, to serve as motivating example

5. Promotion of the tool and framework, and improvement based on feedback from

the community

3. Phase 3 (social context)

25



1. Study of the state of the art in sentiment analysis with contextual information,

and related social theories

2. Survey of works

3. Model of contextual information

4. Proposal of novel models for sentiment analysis with social context

2.3 Best practices for the publication of results

The expected results of this thesis include vocabularies, schemas, software architectures,

reference implementations, surveys and classification models. All of these results need to be

evaluated before being considered a scientific contribution (Section 2.4). Additionally, there

are certain best practices that should be followed when publishing some of these types of

results. In this section we will cover the publication of vocabularies and software.

These are the requirements for the definition of a vocabulary:

• Domain knowledge

• Thorough research to ensure no other vocabularies exist

• Identification of the core elements of the domain, and elements already modelled by

other vocabularies

• Description of the domain using semantic technologies, in the form of a vocabulary

• Publication of the vocabulary and a set of examples to foster its use

There is no strong requirement to release vocabularies publicly, but doing so is highly

recommended. It has several advantages, including more exposure, higher likelihook of re-

utilization and modification based on feedback from the community. In consequence, the

vocabularies in this thesis are public. When publishing a vocabulary we follow a set of rules:

1) the vocabulary should be published in at least one RDF format, preferably a human-

readable format such as Notation3 or Turtle; 2) a documentation page with examples of use

and the main concepts in the vocabulary is made, 3) the documentation and vocabulary

are versioned, with a list of changes in each version, and a link to the previous version.

Additionally, open vocabularies can be added to the Linked Open Vocabularies portal (Van-

denbussche et al., 2017), a collection of curated reusable vocabularies for different domains.

Adding your vocabulary to the LOV portal supports the project and makes it more likely

for other researchers to re-use your vocabulary.
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Regarding reference implementations and other forms of software results, we have taken

measures to ensure that every piece of software is documented, is sufficiently tested, and

behaves according to specification. To that effect, we have followed a Test-Driven Develop-

ment approach, together with the Prototyping model. In practice, this means that features

have been documented, tested, and added gradually to the implementation. We have used

version control software (git) and an issue tracker. Each release of the software is tagged

and automatically tested through a CI/CD (continuous integration, continuous delivery)

pipeline. We have published all our software as Open Source on either GitHub or a public

instance of GitLab. This enables a community-driven approach, where external researchers

are encouraged to find bugs and send their modifications and improvements to the code.

For documentation, we have mostly used auto-generated pages from the repository, hosted

on ReadTheDocs (or similar). We have also distributed a packaged version of our libraries

through the appropriate portals (PyPI for python). To ensure our software is compatible

with as many environment as possible, and to simplify installation, we have also provided

containerized images of our software. In particular, we have used Docker, the most popular

open source containerization platform. Lastly, to promote the software in the research com-

munity, we have submitted a paper covering the software to an appropriate journal with an

Original Software Track.

2.4 Evaluation

The expected results in this thesis fall under one of the following categories: vocabular-

ies, software frameworks, reference implementations and classifiers (i.e., classification and

predictive models).

Evaluating a vocabulary is very challenging. In our work, we will evaluate our vocab-

ularies in two ways. First, we will evaluate the adequacy of each vocabulary by defining

a series of scenarios that can not be represented using existing vocabularies, and trying to

represent them using the vocabulary. The results of the representation will be tested for

coverage, extensibility, and succinctness. This approach has an additional advantage: the

scenarios used for evaluation also serve as documentation for the vocabulary. Secondly, our

vocabularies are completely public and open to discussion, unlike other vocabularies in the

literature. This allows us to receive public criticism, change requests and suggestions of

new scenarios that are not properly covered by the vocabulary. We can then update the

vocabularies based on that feedback, or open a discussion to cover the scenarios through

other vocabularies.

Our evaluation of software frameworks is very similar to that of vocabularies. Namely,
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we evaluate the coverage of a framework by its ability to cover different use cases. Its

appropriateness and success is measured by its use in the community. To jumpstart the

process, we also develop a reference implementation for each framework, which we apply in

each use case. This enables us to assess the soundness of the framework, and the feasibility

of its implementation. We also monitor for competing frameworks, and for the development

of other implementations.

Reference implementations of a software framework are evaluated in different ways. First

of all, a test suite is developed, following standard software engineering practices. Second of

all, the implementation is tested in each of the use cases defined for the parent framework.

In the case of plugin-based implementations, we also evaluate the ease of development and

use of different types of plugins, as required by the use cases. The implementation is also

released as open source in a public portal such as GitHub or GitLab, which encourages the

community to find flaws and supply new use cases. Moreover, we require each reference

implementation to be used and/or extended by at least three partners unrelated to the

original development.

Lastly, classifiers are the easiest to properly evaluate, as evidenced by the literature.

Each classifier is evaluated on multiple datasets, and several metrics, such as Accuracy,

Precision and F-Score are calculated.
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CHAPTER3
Publications

This chapter presents the main papers published during this PhD thesis. Each paper is

grouped by topic into one of three categories: ontologies and vocabularies for sentiment

and emotion, using linked tools for sentiment and emotion analysis and social context

for sentiment and emotion analysis. The contributions of each publication to this

thesis is discussed in Section 4. A full summary of publications, including those that

are not directly related to the objectives of this thesis, is included in Annex A.
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3.1 Definition of vocabularies and schemas

3.1.1 Onyx: Describing Emotions on the Web of Data

Title Onyx: Describing Emotions on the Web of Data

Authors Sánchez-Rada, J. Fernando and Iglesias, Carlos A.

Proceedings Proceedings of the First International Workshop on Emotion and Sentiment in Social and Expressive

Media: approaches and perspectives from AI (ESSEM 2013)

ISSN 1613-0073

Volume 1096

Year 2013

Keywords emotion analysis, Emotionml, emotions, Lemon, Linked Data, Ontology, Provenance, Semantic,

semantic web, sentiment analysis

Pages 71–82

Abstract There are several different standardised and widespread formats to represent emotions. However,

there is no standard semantic model yet. This paper presents a new ontology, called Onyx, that

aims to become such a standard while adding concepts from the latest Semantic Web models.

In particular, the ontology focuses on the representation of Emotion Analysis results. But the

model is abstract and inherits from previous standards and formats. It can thus be used as a

reference representation of emotions in any future application or ontology. To prove this, we have

translated resources from EmotionML representation to Onyx. We also present several ways in

which developers could benefit from using this ontology instead of an ad-hoc presentation. Our

ultimate goal is to foster the use of semantic technologies for emotion Analysis while following the

Linked Data ideals.
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Onyx: Describing Emotions on the Web of Data

J. Fernando Sànchez-Rada and Carlos A. Iglesias

Intelligent Systems Group
Telematic Systems Engineering Deparment
Technical University of Madrid (UPM)

Email: jfernando@dit.upm.es
cif@dit.upm.es

Abstract. Textual emotion analysis is a new field whose aim is to detect
emotions in user generated content. It complements Sentiment Analysis
in the characterization of users subjective opinions and feelings. Never-
theless, there is a lack of available lexical and semantic emotion resources
that could foster the development of emotion analysis services. Some of
the barriers for developing such resources are the diversity of emotion
theories and the absence of a vocabulary to express emotion characteris-
tics. This article presents a semantic vocabulary, called Onyx, intended to
provide support to represent emotion characteristics in lexical resources
and emotion analysis services. Onyx follows the Linked Data principles
as it is aligned with the Provenance Ontology. It also takes a linguistic
Linked Data approach: it is aligned with the Provenance Ontology, it
represents lexical resources as linked data, and has been integrated with
Lemon, an increasingly popular RDF model for representing lexical en-
tries. Furthermore, it does not prescribe any emotion model and can be
linked to heterogeneous emotion models expressed as Linked Data. Onyx
representations can also be published using W3C EmotionML markup,
based on the proposed mapping.

Keywords: ontology, emotions, emotion analysis, sentiment analysis,
semantic, semantic web, linked data, provenance, emotionml, lemon

1 Introduction

From the tech-savvy to elders, our society is exponentially moving its social
and professional activity to the Internet, with its myriad of services and social
networks. Facebook1 or Twitter2 are only two of the most successful exam-
ples, producing flooding streams of user-generated data. Unluckily, quite often
that information is just meant for human consumption and is only formatted
to be displayed. This prevents us from automatically processing these massive
streams of information to aggregate, summarize or transform them and present
human users with a bigger picture. In other words, data mining techniques re-
quire machine-formatted data input.

1 https://facebook.com
2 https://twitter.com
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In an attempt to shorten that gap, the multidisciplinary field called Sentiment
Analysis or Opinion Mining was born, which aims at determining the subjectivity
of human opinions. Many tools have been created to enrich or make sense out of
human generated content by applying natural language processing and adding
the results as annotations or tags. Whilst this solves the issue at a small scale,
for each ad-hoc solution, it raises another problem: data collected by different
programs presents different and sometimes incompatible formats. Linked Data
introduced a lingua franca for data representation as well as a set of tools to
process and share such information. Many services embraced the Linked Data
concepts and are providing tools to interconnect the previously closed silos of
information [28].

The Sentiment Analysis field is now evolving to determine also human emo-
tions. An important fact about emotions is that they change the way we commu-
nicate [20]. They can be passed on just like any other information, in what some
authors call emotional contagion [7]. That is a phenomenon that is clearly visible
in social networks. Most of them offer a public API that makes studying the net-
works and information flow relatively easy. For this very reason social network
analysis is an active field [18], with Emotion Mining as one of its components.

Social networks aside, another field of application of Emotion Analysis is
Affective computing. There are a variety of systems whose only human-machine
communication is purely text-based. These systems are often referred to as dialog
systems (e.g. Q&A systems). Such systems can use the emotive information to
change their behaviour and responses [20].

On the other hand, the rise of services like microblogging will inevitably lead
to services that exchange and use affective information. Some social sites are
already using emotions natively, giving their users the chance to share emotions
or use them in queries. Facebook, for instance, recently updated the way its users
can share personal statuses.

These sites have started making heavy use [3] of formats like RDFa [4] or
Microformats as a bridge between web pages for human consumption and Linked
Data. This made it possible to provide a better user experience and better search
results despite the big amount of information these networks contain.

Combining the objective facts already published as Linked Data with sub-
jective opinions extracted using Sentiment and Emotion analysis techniques can
enable a wide array of new services. Unfortunately, there is not yet any widely
accepted Linked Data representation for emotions. This paper aims at bridging
this gap with the definition of a new vocabulary, Onyx.

This paper is structured as follows: Section 2 introduces the technologies
that Onyx is based upon, as well as the challenges related to Emotion Analysis
and creating a standard model for emotions, including a succinct overview of
the formats currently in use; Section 3 covers the Onyx ontology in detail and
several use cases for this ontology; Section 4 presents the results of our evaluation
of the Ontology, focusing on the coverage of current formats like EmotionML;
Section 5 completes this paper with our conclusions and future work.
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2 Enabling Technologies

2.1 Models for Emotions and Sentiment Analysis

To work with Emotions and reason about them, we first need to have a solid
understanding and model of emotions. This, however, turns out to be a rather
complex task.It is comprised of two main components: modelling (including cat-
egorisation) and representation.

There are several models for emotions, ranging from the most simplistic and
ancient that come from Chinese philosophers to the most modern theories that
refine and expand older models [11, 22]. The literature on the topic is vast,
and it is out of the scope of this paper to reproduce it. The recent work by
Cambria et al. [10] contains a comprehensive state of the art on the topic, as
well as an introduction to a novel model, The Hourglass of Emotions, inspired by
Plutchik’s studies [21]. Plutchik’s model has been extensively used [8, 9] in the
area of Sentiment Analysis and Affective Computing, relating all the different
emotions to each other in what is called the rose of emotions.

Other models cover affects in general, which include Emotions as part of
them. One of them is the work done by Strapparava and Valitutti in WordNet-
Affect [27]. It comprises more than 300 affects, many of which are considered
emotions. What makes this categorization interesting is that it effectively pro-
vides a taxonomy of emotions. It both gives information about relationship be-
tween emotions and makes it possible to to decide the level of granularity of the
emotions expressed.

Despite all, there does not seem to be a universally accepted model for emo-
tions [26]. This complicates the task of representing emotions. In a discussion
regarding Emotion Markup Language (EmotionML), Schroder et al. pose that
any attempt to propose a standard way of representing emotions for technological
contexts seems doomed to fail [25]. Instead they claim that the markup should
offer users choice of representation, including the option to specify the affective
state that is being labelled, different emotional dimensions and appraisal scales.
The level of intensity completes their definition of an affect in their proposal.

EmotionML [6] is one of the most notable general-purpose emotion annota-
tion and representation languages. It was born from the efforts made for Emotion
Annotation and Representation Language (EARL) [1, 26] by Human-Machine In-
teraction Network on Emotion (HUMAINE) EARL originally included 48 emo-
tions divided into 10 different categories. EmotionML offers twelve vocabularies
for categories, appraisals, dimensions and action tendencies. A vocabulary is a
set of possible values for any given attribute of the emotion. There is a complete
description of those vocabularies and its computer-readable form available [5].

In the field of Semantic Technologies, Grassi presented Human Emotion On-
tology (HEO). This ontology presents an ontology for human emotions for its use
for annotating emotions in multimedia data. Another work worth mentioning is
that of Hastings et al. [14] in Emotion Ontology (EMO), an ontology that tries
to reconcile the discrepancies in affective phenomena terminology.
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For Opinion Mining we find the Marl vocabulary [29]. Marl was designed
to annotate and describe subjective opinions expressed in text. In essence, it
provides the conceptual tools to annotate Opinions and results from Sentiment
Analysis in an open and sensible format. However, it is focused on polarity
extraction and is not capable of representing Emotions. Onyx aims to remedy
this and offer a complete set of tools for any kind of Sentiment Analysis, including
advanced Emotion Analysis.

Lastly, it is worth mentioning lemon, the Lexicon Model for Ontologies. As
its name indicates, it is a model that supports the sharing of terminological and
lexicon resources on the Semantic Web as well as their linking to the existing
semantic representation provided by ontologies [16]. Onyx will be used together
with lemon to annotate lexicon resources for Emotion Analysis, as will be shown
in some of the examples below.

2.2 W3C’s Provenance

Provenance is information about entities, activities, and people involved in pro-
ducing a piece of data or thing, which can be used to form assessments about its
quality, reliability or trustworthiness. The PROV Family of Documents defines
a model, corresponding serializations and other supporting definitions to enable
the inter-operable interchange of provenance information in heterogeneous en-
vironments such as the Web [19]. It includes a full-fledged ontology, to which
Onyx is linked. The complete ontology is covered by the PROV-O Specification.
However, to understand the role of Provenance in Onyx and vice versa, it is
enough to understand Figure 1.

Fig. 1: Simple overview of the basic classes in the Provenance Ontology [12]

As we can see, Agents take part in Activities to transform Entities (data)
into different Entities (modified data). This process can be aggregation of in-
formation, translation, adaptation, etc. In our case, this activity is an Emotion
Analysis, which turns plain data into semantic emotion information.
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There are many advantages to adding provenance information in Sentiment
Analysis in particular as different algorithms may produce different results. By
including the Provenance classes in our Emotion Mining Ontology we can not
only link results with the source from which it was extracted, but also with the
algorithm that produced them.

3 Onyx

Onyx is a vocabulary to represent the Emotion Analysis process and its results,
as well as annotating lexical resources for Emotion Analysis. It includes all the
necessary classes and properties to provide structured and meaningful Emotion
Analysis results, and to connect results from different providers and applications.

At its core, the Onyx ontology has three main classes: EmotionAnalysis,
EmotionSet and Emotion. In a standard Emotion Analysis, these three classes
are related as follows: an EmotionAnalysis is run on a source (generally in the
form of text, e.g. a status update), the result is represented as one or more
EmotionSet instances that contain one or more Emotion instances.

Fig. 2: Class diagram of the Onyx ontology.

The EmotionAnalysis instance contains information about: the source (e.g.
dataset, website) from which the information was taken, the algorithm used,
and the emotion model that was used to represent emotions. Additionally, it
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can make use of Provenance to specify the Agent in charge of the analysis, the
resources used (e.g. dictionaries), and other useful information.

An EmotionSet contains a group of emotions found in the text or one of
its parts. As such, it contains information about: the original text (extracted-
From); the exact excerpt that contains the emotion or emotions (emotionText);
the person that showed the emotions (sioc:has creator); the entity that the emo-
tion is related to (describesObject); the concrete part of that object it refers to
(describesObjectPart); the feature about that part or object that triggers the
emotion (describesFeature); and, lastly, the domain detected. All this properties
are straightforward, but a note should be given about the domain property. Dif-
ferent emotions could have different interpretations in different contexts (e.g.,
fear is positive when referred to a thriller, but negative when it comes to cars
and safety).

When several EmotionSet instances are related, an AggregatedEmotionSet
can be created that links to all of them. For instance, we could aggregate all
the emotions about a Movie, or all the emotions shown by a particular user. An
AggregatedEmotionSet is a subclass of EmotionSet which contains additional
information about the original EmotionSet instances it aggregates.

Considering the lack of consensus on modeling and categorizing emotions, our
model of emotions is very generic. In this Emotion model we include: an Emo-
tionCategory or type of emotion (although more could be specified), through
the hasEmotionCategory property (e.g. “sadness”); the emotion intensity; ac-
tion tendencies (ActionTendency) related to this emotion, or actions that are
triggered by the emotion; appraisals and dimensions. Appraisals and dimensions
are defined as properties, whose value is a float number. On top of that generic
model, we have adapted two different systems: the WordNet-Affect taxonomy,
and the EmotionML vocabularies for categories, dimensions and appraisals.

WordNet-Affect [27] contains the relationships (concepts and superconcepts)
of affects, among which we find emotions. We processed the list of affects and
published a SKOS version of the taxonomy [24]. The taxonomy specification
includes a navigable tree that contains the concepts (i.e. affect types) in it,
aligned with WordNet concepts. This makes it trivial to select an affect that
represents the desired emotion. Besides providing a good starting point for other
ontologies, this taxonomy also serves as a base to translate between the several
different ontologies in the future.

Regarding EmotionML, we have converted its vocabularies [5] the Onyx for-
mat. Using this extension we can translate EmotionML resources into Onyx for
their use in the Semantic Web.

This is further developed in Section 4.

It is also possible that two separate emotions, when found simultaneously,
imply a third emotion. A more complex one. For instance, “thinking of the awful
things I’ve done makes me want to cry” might reveal sadness and disgust, which
together might be interpreted as remorse. In such situation, we could add an
AggregatedEmotion that represents remorse to the EmotionSet, linking it to the
primary emotions with the aggregatesEmotion property.
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To group all the attributes that correspond to a specific emotion model,
we created the EmotionModel class. Each EmotionModel will be linked to the
different categories it contains (hasEmotionCategory), the AppraisalProperty or
DimensionProperty instances it introduces (through hasAppraisalProperty and
hasDimensionProperty), etc.

Figure 2 shows a complete overview of all these classes, as well as all their
properties.

After this introduction of the ontology, we will present several use cases for
it. This should give a better understanding of the whole ontology by example.
Rather than exhaustive and complex real life applications, these examples are
meant as simple self-contained showcases of the capabilities of semantic Emotion
Analysis using Onyx. For the sake of brevity, we will omit the prefix declaration
in the examples.

Case N3 Representation

An example Emotion-
Analysis.

:customAnalysis
a onyx:EmotionAnalysis;
onyx:algorithm "SimpleAlgorithm ";
onyx:usesEmotionModel wna:WNAModel.

Processing “I lost one
hour today because of
the strikes!!”, by the user
JohnDoe

:result1
a onyx:EmotionSet;
prov:wasGeneratedBy :customAnalysis;
sioc:has_creator [

sioc:UserAccount <http :// blog.example.
com/JohnDoe >. ];

onyx:hasEmotion [
onyx:hasEmotionCategory wna:anger;
onyx:hasEmotionIntensity :0.9 ];

onyx:emotionText "I lost one hour today
because of the strikes !!" ;

dcterms:created "2013 -05 -16 T19 :20:30+01:00"
^^ dcterms:W3CDTF.

Example of annotation of
a lexical entry using Onyx
and lemon [17].

:fifa
a lemon:Lexicalentry;
lemon:sense [

lemon:reference wn:synset -fear -noun -1;
onyx:hasEmotion

[ oyx:hasEmotionCategory wna:fear. ].
];
lexinfo:partOfSpeech lexinfo:noun.

Table 1: Representation with Onyx

4 Evaluation

Evaluating ontologies is always a difficult task. Evaluation methodologies are
highly debatable and there are no standards [13]. For the evaluation of Onyx we
focused on its practical use as well as in its correctness. This means testing the
adequacy of the model for existing applications as well as scenarios with several
emotion models. In particular we have chosen two different test scenarios: the
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Case Query

Finding all the users that
did not feel good during
last New Year’s Eve, and
the exact emotions they
felt.

SELECT DISTINCT ?creator ?cat
WHERE {

?set onyx:hasEmotion
[ onyx:hasEmotionCategory ?cat];

dcterms:created ?date;
sioc:has_creator ?creator.

?cat skos:broaderTransitive* wna:negative
-emotion.

FILTER( ?date >= xsd:date("2012 -12 -31")
?date <= xsd:date("2013 -01 -01") )

}

Comparing two Emotion
Mining algorithms by
comparing the discrep-
ancies in the results
obtained using both.

SELECT ?source1 ?algo1 (GROUP_CONCAT (?cat1)
as ?cats1)

WHERE {
?set1 onyx:extractedFrom ?source1.
?analysis1 prov:generated ?set1;

onyx:algorithm ?algo1.
?set1 onyx:hasEmotion

[ onyx:hasEmotionCategory ?cat1 ].
FILTER EXISTS{

?set2 onyx:extractedFrom ?source1.
?analysis2 prov:generated ?set2.
?set2 onyx:hasEmotion

[ onyx:hasEmotionCategory ?cat2 ].
FILTER ( ?set1 != ?set2).
FILTER ( ?cat2 != ?cat1 ).

}
}
GROUP BY ?source1 ?algo1
ORDER BY ?source1

Table 2: Example SPARQL queries with Onyx

adaptation of a well-known Emotion Analysis tool to output Onyx, Synesketch
[2, ], and the translation of EmotionML resources to Onyx and vice versa.

For the EmotionML part, the evaluation process is split into two parts: trans-
forming the EmotionML categories into a semantic format, and representing
EmotionML cases with Onyx. The result of the former can be seen in [23], which
has been used as namespace (emlonyx) in the translation of an EmotionML ex-
ample in Table 3. The specification of EmotionML is public, including its XML
schema, which eased the process of mapping it to Onyx. We have focused espe-
cially on representing EmotionML emotions in Onyx.

Synesketch is a library and application that detects emotions in English texts
and can generate images that reflect those emotions. Originally written in Java, it
has been unofficially ported to several programming languages (including PHP),
which shows the interest of the community in this tool. The aim of the PHP port
was, among others, to offer a public endpoint for emotion analysis, which later
had to be taken down due to misuse. The relevance of this tool and its Open
Source license were the leading factors in choosing this tool. Our approach has
been to develop a proof-of-concept web service that performs Emotion Analysis
using Synesketch’s emotion analysis. The service can be accessed via a REST
API and its results are presented in Onyx, using the RDF format.
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The Synesketch library uses the big-6 emotional model, which comprises:
happiness, sadness, fear, anger, disgust and surprise. Each of those emotions
are present in the input text with a certain weight that ranges from 0 to 1.
Additionally, it has two attributes more that correspond to the general emotional
valence (positive, negative or neutral) and the general emotional weight. In other
words, these attributes together show how ”positive”, ”negative” or ”neutral”
the overall emotion is.

To represent the big-6 emotion category in Onyx we used EmotionML’s big-6
category, which we previously mapped to Onyx. The Synesketch weight directly
mapped to hasEmotionIntensity in Onyx.

However, the General Emotional valence and weight do not directly match
any Onyx property or class. To solve it, we simply added an AggregatedEmotion
with the PositiveEmotion, NeutralEmotion or NegativeEmotion category (as
defined by WordNet-Affect) depending on the value of the valence. The general
emotional weight is then the intensity of this AggregatedEmotion, just like in
the other cases.

The final result is a REST service that is publicly available at our website3.

EmotionML Onyx

<emotionml
xmlns="http: //.../ emotionml"
xmlns:meta="http: //.../

metadata"
category -set="http: //.../#

everyday -
categories">

<info>
<classifiers:classifier

classifiers:name="GMM"/>
</info>
<emotion >
<category name="Disgust" value

="0.82"/>
’Come , there is no use in

crying like that!’
</emotion >

said Alice to herself rather
sharply;

<emotion >
<category name="Anger" value="

0.57"/>
’I advise you to leave off

this minute!’
</emotion >
</emotionml >

:Set1 a onyx:EmotionSet;
onyx:extractedFrom "Come , there is no use

in crying like that! said Alice to
herself rather sharply; I advice
you to live off this minute !";

onyx:hasEmotion :Emo1
onyx:hasEmotion :Emo2

:Emo1 a onyx:Emotion;
onyx:hasEmotionCategory

emlonyx:disgust;
onyx:hasEmotionIntensity 0.82;
onyx:hasEmotionText "Come , there ’s no use in

crying like that!"
:Emo2 a onyx:Emotion;

onyx:hasEmotionCategory emlonyx:anger;
onyx:hasEmotionIntensity 0.57;
onyx:hasEmotionText "I advice you to leave

off this minute !"
:Analysis1 a onyx:EmotionAnalysis;

onyx:algorithm "GMM";
onyx:usesEmotionModel emlonyx:everyday -

categories;
prov:generated Set1.

Table 3: Representation of EmotionML with Onyx

3 http://demos.gsi.dit.upm.es/onyxemote/
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5 Conclusions and Future Work

With this work we have introduced an option to represent Emotions that takes
advantage of the work conducted in the field of Semantic Web. This ontology
presents characteristics that are particularly beneficial for any process of Emo-
tion Analysis. Onyx provides a structured format for Emotion Analysis. It ad-
dresses the problem of supporting heterogeneous categories of emotions, and new
categories and features can be added, using the recommended taxonomy to link
them and retain compatibility.

We also presented how Onyx would be used in several scenarios. Furthermore,
we adapted some of the existent resources and services to Onyx, making them
publicly available.

Although this paper is focused on Emotion Analysis, emotive information
can also be directly provided by users. Either given explicitly or extracted via
an automated process (Emotion Analysis), the information they represent is the
same. A single ontology should thus cover both scenarios. This is possible with
Onyx, as we demonstrate in this paper.

We would like to note that our proposal is compatible with EMO, since
EMO can be easily mapped to Onyx using the property usesEmotionModel.
The situation is similar with the proposal of Lopez et al. [15], which focuses
on emotions instead of affects in general. The integration with HEO will be
investigated. Onyx’s and HEO’s Emotion classes are very similar overall, but
follow different approaches in several aspects.

With all this in mind, we consider that using Onyx to represent Emotion
Mining results is highly beneficial.

As part of the future plans for Onyx, it will be actively used in the EU-
ROSENTIMENT4 project, whose aims is to create a language resource pool for
Sentiment Analysis. Together with Marl [29] and Lemon [17], they will be the
standard formats for representation of lexicons and results. Therefore all the
services provided in the frame of the EUROSENTIMENT project will export
emotional information using Onyx. Marl has already been integrated in NIF
2.05 to represent opinions, and efforts will be made to integrate Onyx as well for
emotions.

There is also room for experimentation emotion composition and inference
using tools such as SPIN6. It is possible to infer complex emotions whenever
other simple emotions are present, and vice versa. The same techniques could
be used to work with different emotion models

Finally, our research group will use the integration with EmotionML to de-
velop intelligent personal agents that benefit from the potential of the Semantic
Web.

4 http://eurosentiment.eu
5 http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core/

nif-core.html
6 http://spinrdf.org/
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Abstract

Extracting opinions and emotions from text is becoming increasingly important,
especially since the advent of micro-blogging and social networking. Opinion
mining is particularly popular and now gathers many public services, datasets
and lexical resources. Unfortunately, there are few available lexical and seman-
tic resources for emotion recognition that could foster the development of new
emotion aware services and applications. The diversity of theories of emotion
and the absence of a common vocabulary are two of the main barriers to the
development of such resources. This situation motivated the creation of Onyx, a
semantic vocabulary of emotions with a focus on lexical resources and emotion
analysis services. It follows a linguistic Linked Data approach, it is aligned with
the Provenance Ontology, and it has been integrated with the Lexicon Model for
Ontologies (lemon), a popular RDF model for representing lexical entries. This
approach also means a new and interesting way to work with different theories
of emotion. As part of this work, Onyx has been aligned with EmotionML and
WordNet-Affect.

Keywords: emotion analysis, ontology, provenance, Linked Data,
EmotionML, lexical resources

1. Introduction

With the rise of social media, more and more users are sharing their opinions
and emotions online [1]. The increasing volume of information and number
of users are drawing the attention of researchers and companies alike, which
seek not only academical results but also profitable applications such as brand
monitoring. As a result, many tools and services have been created to enrich or
make sense out of human generated content. Unfortunately, they are isolated
data silos or tools that use very different annotation schemata. Even worse, the
scarce available resources are also suffering from the heterogeneity of formats
and models of emotion, making it hard to combine different resources.

Linked Data can change this situation, with its lingua franca for data repre-
sentation as well as a set of tools to process and share such information. Plenty
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of services have already embraced the Linked Data concepts and are providing
tools to interconnect the previously closed silos of information [2]. In fact, the
Linked Data approach has proven useful for fields like Opinion Mining. Some
schemata offer semantic representation of opinions [3], allowing richer processing
and interoperability.

Emotions have a crucial role in our lives, and even change the way we com-
municate [1]. They can be passed on just like any other kind of information,
in what some authors call emotional contagion [4]. That is a phenomenon that
is clearly visible in social networks [5]. Public APIs make it relatively easy to
study the social networks and their information flow. For this very reason So-
cial Network Analysis is an active field [6], with Emotion Mining as one of its
components. On the other hand, the growing popularity of services like micro-
blogging will inevitably lead to services that exchange and use emotion in their
interactions. Some social sites are already using emotions natively, giving their
users the chance to share emotions or use them in queries. A noteworthy ex-
ample is Facebook, which recently updated the way its users can share personal
statuses.

Nevertheless, the impact of emotion analysis goes well beyond social net-
works. For instance, there are a variety of systems whose only human-machine
communication is purely text-based. Such systems can use the emotive infor-
mation to change their behavior and responses [1].

Furthermore, there are many sources that can be used for sentiment analysis
beyond pure text, including video and audio. Multimodal analysis, or making
use of several of these sources, is an active field that gathers experts from differ-
ent disciplines. A unified schema and appropriate tooling would open up new
possibilities in this field.

Lastly, combining subjective information from emotion analysis with facts
already published as Linked Data could enable a wide array of new services.
This would require a widely accepted Linked Data representation for emotions,
which does not exist yet. In this paper we present Onyx, a new vocabulary that
aims to bridge this gap and allow for interoperable tools and resources. We also
provide a set of example applications, additional vocabularies to use existing
models, and multilingual resources that use Onyx to annotate emotion.

The rest of this paper is structured as follows. Section 2 introduces the
technologies that Onyx is based upon, as well as the challenges related to emo-
tion analysis and creating a standard model for emotions, including a succinct
overview of the formats currently in use. Section 3 covers the Onyx ontology
in detail, including some vocabularies or models of emotions, and several exam-
ples. Section 4 presents the results of our evaluation of the Ontology, focusing on
the coverage of current formats like Emotion Markup Language (EmotionML).
Finally, Section 5 completes this paper with conclusions and future work.

2. Enabling technologies

2.1. Models for emotions and emotion analysis

To work with emotions and reason about them, we first need to have a solid
understanding and model of emotions. This, however, turns out to be a rather
complex task. It is comprised of two main components: modeling (including
categorization) and representation.

2
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Confusingly, the terms opinion, sentiment, emotion, feeling and affect are
commonly used interchangeably. Throughout this article we follow the termi-
nology by Cambria et al. [7] where opinion mining and sentiment analysis are
focused on polarity detection and emotion recognition, respectively.1

There are also several models for emotions, ranging from the most simplistic
and ancient that come from Chinese philosophers to the most modern theories
that refine and expand older models [9, 10]. The literature on the topic is vast,
and it is out of the scope of this paper to reproduce it. The recent work by
Cambria et al. [11] contains a comprehensive state of the art on the topic, as
well as an introduction to a novel model, the Hourglass of emotions, inspired
by Plutchik’s studies [12]. Plutchik’s model is a model of categories that has
been extensively used [13, 14, 15] in the area of emotion analysis and affective
computing, relating all the different emotions to each other in what is called the
wheel of emotions.

All the existing motions are mainly divided in two groups: discrete and
dimensional models. In discrete models, emotions belong to one of a predefined
set of categories, which varies from model to model. In dimensional models,
an emotion is represented by the value in different axes or dimensions. A third
category, mixed models, merges both views.

Other models are more general and model affects, including emotions as a
subset. One of them is the work done by Strapparava and Valitutti in WordNet-
Affect [16], an affective lexicon on top of WordNet. WordNet-Affect comprises
more than 300 affective labels linked by concept-superconcept relationships,
many of which are considered emotions. What makes this categorization in-
teresting is that it effectively provides a taxonomy of emotions. It both gives
information about relationships between emotions and makes it possible to de-
cide the level of granularity of the emotions expressed. Section 3.2.1 discusses
how we formalized this taxonomy using SKOS, and converted that taxonomy
into an Onyx vocabulary.

Despite all, there does not seem to be a universally accepted model for emo-
tions [17]. This complicates the task of representing emotions. In a discussion
regarding EmotionML, Schroder et al. pose that given the fact that even emo-
tion theorists have very diverse definitions of what an emotion is, and that very
different representations have been proposed in different research strand, any
attempt to propose a standard way of representing emotions for technological
contexts seems doomed to fail [18]. Instead they claim that the markup should
offer users choice of representation, including the option to specify the affective
state that is being labeled, different emotional dimensions and appraisal scales.
The level of intensity completes their definition of an affect in their proposal.

EmotionML [19] is one of the most notable general-purpose emotion an-
notation and representation languages. It was born from the efforts made
for Emotion Annotation and Representation Language (EARL) [20, 17] by
Human-Machine Interaction Network on Emotion (HUMAINE). EARL orig-
inally included 48 emotions divided into 10 different categories. EmotionML
offers twelve vocabularies for categories, appraisals, dimensions and action ten-
dencies. A vocabulary is a set of possible values for any given attribute of
the emotion. There is a complete description of those vocabularies and their

1A more detailed terminology discussion can be found in Munezero et al. [8].

3

46



computer-readable form available [21].
In the field of Semantic Technologies, Grassi introduced Human Emotion

Ontology (HEO), an ontology for human emotions meant for annotating emo-
tions in multimedia data. We discuss some differences between Onyx and HEO
in Section 5. Another work worth mentioning is that of Hastings et al. [22] in
Emotion Ontology (EMO), an ontology that tries to reconcile the discrepancies
in affective phenomena terminology. It is, however, too general to be used in
the context of emotion analysis: it provides a qualitative notion of emotions,
when a quantitative one would be needed.

For Opinion Mining we find the Marl vocabulary [3]. Marl was designed
to annotate and describe subjective opinions expressed in text. In essence, it
provides the conceptual tools to annotate opinions and results from Opinion
Mining in an open and sensible format.

2.2. Linguistic Linked Open Data (LLOD)

LLOD [23, 24] is an initiative that promotes the use of linked data technolo-
gies for modeling, publishing and interlinking linguistic resources. The main
benefit of using linked data principles to model linguistic resources is that it pro-
vides a graph-based model that allows representing different kinds of linguistic
resources (such as lexical-semantic resources, linguistic annotations or corpora)
in a uniform way, thus supporting querying across resources. The creation of an
LLOD cloud is a cooperative task that is been managed by several communi-
ties, such as Open Linguistics Working Group (OWLG) of the Open Knowledge
Foundation and Ontology-Lexica Community Group (OntoLex) of W3C. As a
result of this activity, an initial LLOD is currently available as shown in Figure 1,
where several types of resources have been identified: lexical-semantic resources
(e.g. machine readable dictionaries, semantic networks, semantic knowledge
bases, ontologies and terminologies), annotated corpora and linguistic annota-
tions.

With regards to modeling lexical-semantic resources, Lexicon Model for On-
tologies (lemon) [25] proposes a framework for modeling and publishing lexicon
and machine-readable dictionaries as linked data. lemon provides a bridge be-
tween the most influential lexical-semantic resources, WordNet [26] and DBPe-
dia [27]. With regards to annotated corpora, there are two initiatives [28],
POWLA [29] and NLP Interchange Format (NIF) [30] that enable to link
lexical-semantic resources to corpora. Finally, Ontologies of Linguistic An-
notation (OLiA) [31] are a repository of annotation terminology for various
linguistic phenomena that can be used in combination with POWLA, NIF or
lemon. OLiA ontologies allow to represent linguistic annotations in corpora,
grammatical specifications in dictionaries, and their respective meaning within
the LLOD cloud in an operable way.

The main benefits of modeling linguistic resources as linked data include [24]
interoperability and integration of linguistic resources, unambiguous identifica-
tion of elements of linguistic description, unambiguous links between different
resources, possibility to annotate and query across distributed resources and
availability of mature technological infrastructure.

2.3. W3C’s Provenance

Provenance is information about entities, activities, and people involved in
producing a piece of data or thing, which can be used to form assessments about

4
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Figure 1: LLOD cloud diagram by Open Linguistics Working Group on May 2014 available
at http://linguistics.okfn.org/

its quality, reliability or trustworthiness. The PROV Family of Documents de-
fines a model, corresponding serializations and other supporting definitions to
enable the inter-operable interchange of provenance information in heteroge-
neous environments such as the Web [32]. It includes a full-fledged ontology
that other ontologies like Onyx can link to. Figure 2 shows the very basic classes
in PROV-O, which should be enough to understand the role of Provenance in
Onyx. The complete ontology is covered by the PROV-O Specification [33].

Figure 2: Simple overview of the basic classes in the Provenance Ontology [33]

As we can see, Agents take part in Activities to transform Entities (data)
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into different Entities (modified data). This process can be aggregation of in-
formation, translation, adaptation, etc. In our case, this activity is an emotion
analysis, which turns plain data into semantic emotion information.

There are many advantages to adding provenance information in emotion
analysis in particular, as different algorithms may produce different results.

3. Onyx ontology and vocabularies

This section gives a comprehensive view of the ontology and is structured in
three parts. Subsection 3.1 presents the ontology in full. Subsection 3.2 shows
how different vocabularies are represented with the ontology, using three known
models of emotion. Lastly, Subsection 3.3 exemplifies how to annotate data
using the ontology and vocabularies from the previous section.

3.1. Onyx ontology

Onyx is a vocabulary that models emotions and the emotion analysis process
itself. It can be used represent the results of an emotion analysis service or the
lexical resources involved (e.g. corpora and lexicons). This vocabulary can
connect results from different providers and applications, even when different
models of emotions are used.

At its core, the ontology has three main classes: Emotion, EmotionAnalysis
and EmotionSet. In a standard emotion analysis, these three classes are related
as follows: an EmotionAnalysis is run on a source (generally text, e.g. a status
update), the result is represented as one or more EmotionSet instances that
contain one or more Emotion instances each.

The model of emotions in Onyx is very generic, which reflects the lack of con-
sensus on modeling and categorizing emotions. An advantage of this approach
is that the representation and psychological models are decoupled.

The EmotionAnalysis instance contains information about the source (e.g.
dataset) from which the information was taken, the algorithm used to process
it, and the emotion model followed (e.g. Plutchik’s categories). Additionally, it
can make use of Provenance to specify the Agent in charge of the analysis, the
resources used (e.g. dictionaries), and other useful information.

An EmotionSet contains a group of emotions found in the text or in one of
its parts. As such, it contains information about: the original text (extracted-
From); the exact excerpt that contains the emotion or emotions (emotionText);
the person that showed the emotions (sioc:has_creator); the entity that the
emotion is related to (describesObject); the concrete part of that object it refers
to (describesObjectPart); the feature about that part or object that triggers the
emotion (describesFeature); and, lastly, the domain detected. All these proper-
ties are straightforward, but a note should be given about the domain property.
Different emotions could have different interpretations in different contexts (e.g.,
fear is positive when referred to a thriller, but negative when it comes to cars
and safety).

When several EmotionSet instances are related, an AggregatedEmotionSet
can be created that links to all of them. AggregatedEmotionSet is a subclass of
EmotionSet that contains additional information about the original EmotionSet
instances it aggregates. For instance, we could aggregate all the emotions related
to a particular movie, or all the emotions shown by a particular user, and still
be able to trace back to the original individual emotions.

6

49



Figure 3: Class diagram of the Onyx ontology.

Onyx’s Emotion model includes: EmotionCategory which is a specific cat-
egory of emotion (e.g. “sadness”, although more than one could be specified),
linked through the hasEmotionCategory property; the emotion intensity via
hasEmotionIntensity ; action tendencies related to this emotion, or actions that
are triggered by the emotion; appraisals and dimensions. Lastly, specific ap-
praisals, dimensions and action tendencies can be defined by sub-classing Ap-
praisal, Dimension and ActionTendency, whose value should be a float number.

On top of that generic model we have included two different models: the
WordNet-Affect taxonomy, and the EmotionML vocabularies for categories, di-
mensions and appraisals, which are detailed in Section 3.2.

Although emotional models and categories differ in how they classify or quan-
tify emotions, they describe different aspects of the same complex phenomenon
emotion [34]. Hence, there are equivalence relationships between different cat-
egories or emotions in different models. To state such equivalence between
emotion categories in Onyx one can use the properties defined in SKOS2 such
as skos:exactMatch or skos:closeMatch. This approach falls short when dealing
with dimensional emotional theories or complex category theories. Since dimen-
sional models are widely used in practice, Section 4.4 covers how to deal with
this issue in detail.

Within a single model, it is also possible that two separate emotions, when
found simultaneously, imply a third one. For instance, “thinking of the aw-
ful things I’ve done makes me want to cry” might reveal sadness and disgust,

2http://www.w3.org/TR/skos-reference/#mapping
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EmotionAnalysis

Property Description

source Identifies the source of the user generated content
algorithm Emotion analysis algorithm that was used
usesEmotionModel Link to the emotion model used, which defines the

categories, dimensions, appraisals, etc.

EmotionSet

Property Description

domain The specific domain in which the EmotionAnalysis
was carried out

algorithmConfidence Numeric value that represents the predicted accu-
racy of the result

extractedFrom Text or resource that was subject to the analysis
hasEmotion An Emotion that is shown by the EmotionSet. An

EmotionExpression may contain several Emotions.

Emotion

Property Description

hasEmotionCategory The type of emotion, defined by an instance of the
Emotion Ontology as specified in the corresponding
EmotionAnalysis

hasEmotionIntensity Degree of intensity of the emotion
emotionText Fragment of the EmotionSet’s source that contained

emotion information

Table 1: Main properties in the ontology. The specification contains the full description of all
properties: http://www.gsi.dit.upm.es/ontologies/onyx

which together might be interpreted as remorse. Some representations would
refer to remorse as a complex emotion. Onyx purposely does not include the
notion of complex emotions. It follows the same approach as EmotionML in
this respect, as HUMAINE EARL included this distinction between simple and
complex emotions, but it was not included in the EmotionML specification.
This simplifies the ontology and avoids discussion about the definition of com-
plex emotions, since there are several possible definitions of a complex emotion,
and different levels of emotions (e.g. the Hourglass of Emotions model). One
possible way to deal with such situation is to add an AggregatedEmotion that
represents remorse to the EmotionSet, linking it to the primary emotions with
the aggregatesEmotion property.

Table 1, contains a comprehensive list of the properties associated with each
of these classes. Figure 3 shows a complete overview of all these classes and
their properties.

To group all the attributes that correspond to a specific emotion model, we
created the EmotionModel class. Each EmotionModel will be linked to the dif-
ferent categories it contains (hasEmotionCategory), the Appraisal or Dimension
instances it introduces (through hasAppraisal and hasDimension), etc.

8
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Having a formal representation of the categories and dimensions proves very
useful when dealing with heterogeneous datasets in emotion analysis. In addi-
tion to being necessary to interpret the results, this information can be used to
filter out results and for automation.

3.2. Vocabularies

An EmotionModel, or at least an EmotionCategory, has to be defined in or-
der to make a valid annotation. Annotators can define their own ad-hoc models
and categories, but the Linked Data approach dictates that vocabularies and en-
tities should be reused when appropriate. Hence, we offer several EmotionModel
vocabularies that can be used with Onyx.

As of this writing, we have modeled the quite extensive WordNet-Affect
taxonomy as an EmotionModel, to be used as the reference for categorical rep-
resentation. We also ported the main vocabularies defined for EmotionML [21],
and created a model based on the The Hourglass of Emotions [11]. A list of
vocabularies with a detailed explanation is publicly available3. Onyx’s Github
repository4 contains the tools used to generate all these models.

3.2.1. WordNet-Affect

WordNet-Affect [16] contains a subset of synsets suitable to represent af-
fective concepts. Each synset is given one or more affective labels (a-labels)
or categories. These labels labels are linked via concept/superconcept relation-
ships. We processed the list of labels in WordNet-Affect 1.1 and generated a
SKOS taxonomy. This taxonomy and its specification are available on our web-
site5. In this specification we included a navigable tree with all the affects and
their relationships. This tree makes it trivial to select an affect that represents
the desired emotion. Figure 4 shows part of the tree, with some nodes collapsed.

The full taxonomy contains 305 affects, 291 of which are related to emotions.
The RDF version of the taxonomy also includes an EmotionModel that contains
these 291 affects as EmotionCategory entities.

Besides providing a good starting point for other ontologies, the resulting
taxonomy also serves as reference for mapping between several different ontolo-
gies in the future.

3.2.2. EmotionML

EmotionML does not include any emotion vocabulary in itself. However,
the Multimodal Interaction Working Group released a series of vocabularies
that cover the most frequent models of emotions [21]. Users can either define
their own vocabularies or reuse one of the existing ones.

We have developed a tool that generates an EmotionModel model from a
vocabulary definition, including all its dimension, category, appraisal or action
tendency entries. Using this tool, we have processed the vocabularies released
by the Multimodal Interaction Working Group.

EmotionML has four types of vocabularies, according to the type of charac-
teristic of the emotion phenomenon they represent: emotion categories, emotion

3http://www.gsi.dit.upm.es/ontologies/onyx/vocabularies
4https://github.com/gsi-upm/onyx
5http://gsi.dit.upm.es/ontologies/wnaffect/
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Figure 4: Small part of the full WordNet-Affect labels taxonomy. Blue nodes are contracted.

Listing 1: Excerpt of the models from EmotionML in Onyx

emoml:big6 a onyx:EmotionModel ;
onyx:hasEmotionCategory emoml:big6_anger ,

emoml:big6_disgust ,
emoml:big6_fear ,
emoml:big6_happiness ,
emoml:big6_sadness ,
emoml:big6_surprise .

emoml:ema a onyx:EmotionModel ;
onyx:hasAppraisal emoml:ema_adaptability ,

emoml:ema_agency ,
emoml:ema_blame ,

...

emoml:frijda a onyx:EmotionModel ;
onyx:hasActionTendency emoml:frijda_agonistic ,

emoml:frijda_approach ,
emoml:frijda_attending ,

...
onyx:hasEmotionCategory emoml:frijda_anger ,

emoml:frijda_arrogance ,
emoml:frijda_desire ,

emoml:pad a onyx:EmotionModel ;
onyx:hasDimension emoml:pad_arousal ,

emoml:pad_dominance ,
emoml:pad_pleasure .
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dimensions, appraisals and action tendencies. If an emotion model addresses
several of these characteristics, there will be an independent vocabulary for
each. For instance, Frijda’s model defines action tendencies and categories,
which results in the frijda-categories and frijda-action-tendencies vocabularies.
In Onyx, instead of following this approach, we opted for adding all character-
istics in the same model. This results in cleaner URIs, and helps represent the
emotion model as a whole.

With these vocabularies it is possible to translate EmotionML resources into
Onyx for their use in the Semantic Web. Table 2 contains an example of how
EmotionML resources can be translated to Onyx.

EmotionML

<emotionml
xmlns="http: //.../ emotionml"
xmlns:meta="http: //.../ metadata"
category -set="http: //.../# everyday -categories">

<info>
<classifiers:classifier

classifiers:name="GMM"/>
</info>
<emotion >
<category name="Disgust" value="0.82"/>
’Come , there is no use in crying like that!’

</emotion >
said Alice to herself rather sharply;

<emotion >
<category name="Anger" value="0.57"/>
’I advise you to leave off this minute!’

</emotion >
</emotionml >

Onyx

:Set1 a onyx:EmotionSet;
onyx:extractedFrom "Come , there is no use in crying like that! said Alice

to herself rather sharply; I advice you to live off this minute!";
onyx:hasEmotion :Emo1
onyx:hasEmotion :Emo2

:Emo1 a onyx:Emotion;
onyx:hasEmotionCategory

emoml:disgust;
onyx:hasEmotionIntensity 0.82;
onyx:hasEmotionText "Come , there ’s no use in crying like that!"

:Emo2 a onyx:Emotion;
onyx:hasEmotionCategory emoml:anger;
onyx:hasEmotionIntensity 0.57;
onyx:hasEmotionText "I advice you to leave off this minute!"

:Analysis1 a onyx:EmotionAnalysis;
onyx:algorithm "GMM";
onyx:usesEmotionModel emoml:everyday -categories;
prov:generated Set1.

Table 2: Example translation of an EmotionML resource to Onyx. emoml: <http://www.

gsi.dit.upm.es/ontologies/onyx/vocabularies/emotionml/ns#>

3.2.3. The Hourglass of Emotions

The Hourglass of Emotions [11] is an interesting example of mixed models,
including both dimensions and categories. Based on the paper by Cambria et al.
we have created a basic model in Onyx, which includes the four dimensions and
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24 first-level emotions, and 32 second-level emotions. Using the generated Onyx
vocabulary, we can perform simple experiments with this interesting model.
Nonetheless, a complete representation would include the relationships between
the different categories and the dimensions, or restrictions.

Listing 2: Excerpt from the definition of the Hourglass of Emotions model in Onyx

hg:HourglassModel a onyx:EmotionModel ;
onyx:hasDimension hg:Pleasantness ,

hg:Attention ,
hg:Sensitivity ,
hg:Aptitude;

onyx:hasEmotionCategory hg:ecstasy ,
hg:vigilance ,
hg:rage ,

...
hg:coercion .

hg:Pleasantness a onyx:EmotionDimension.
hg:Attention a onyx:EmotionDimension.
hg:Sensitivity a onyx:EmotionDimension.
hg:Aptitude a onyx:EmotionDimension.

hg:ecstasy a onyx:EmotionCategory.
hg:vigilance a onyx:EmotionCategory.
hg:rage a onyx:EmotionCategory.
...
hg:coercion a onyx:EmotionCategory.

3.3. Examples

After this introduction to the ontology, we will present several use cases for
it. The examples should give a better understanding of the whole ontology.
Rather than exhaustive and complex real life applications, these examples are
simple self-contained showcases of the capabilities of semantic emotion annota-
tion using Onyx. For the sake of brevity, we will omit the prefix declaration in
the examples.

4. Applications

This section examines how Onyx has been applied in several use cases, such
as modeling and publication of emotion lexicons (Section 4.1), annotation of
emotion in corpora (Sect. 4.2), enabling interoperability of emotion services
(Sect. 4.3) or mapping and composition heterogeneous emotion representations
(Section 4.4).

4.1. Emotion annotation of lexical entries

Annotated lexical resources are the bases for analysis of emotions in text.
These resources currently available can be classified into opinion and emotion
lexicons.

Opinion lexicons supply a polarity value for a given lexical entry. Some
examples of opinion lexicons are SentiWordNet [36], SenticNet 1.0 [37], Multi-
Perspective Question Answering (MPQA) [38] or GermanPolarityClues [39].
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Case Turtle Representation

An example Emotion-
Analysis.

:customAnalysis
a onyx:EmotionAnalysis;
onyx:algorithm "SimpleAlgorithm";
onyx:usesEmotionModel wna:WNAModel.

Processing “I lost one
hour today because of
the strikes!!”, by the
user JohnDoe

:result1
a onyx:EmotionSet;
prov:wasGeneratedBy :customAnalysis;
sioc:has_creator [

sioc:UserAccount
<http :// blog.example.com/JohnDoe >. ];

onyx:hasEmotion [
onyx:hasEmotionCategory wna:anger;
onyx:hasEmotionIntensity :0.9 ];

onyx:emotionText "I lost one hour today
because of the strikes !!" ;

dcterms:created "2013 -05 -16 T19 :20:30+01:00"
^^ dcterms:W3CDTF.

Example of annotation
of a lexical entry using
Onyx and lemon [35].

:fifa
a lemon:Lexicalentry;
lemon:sense [

lemon:reference wn:synset -fear -noun -1;
onyx:hasEmotion

[ oyx:hasEmotionCategory wna:fear. ].
];
lexinfo:partOfSpeech lexinfo:noun.

Table 3: Representation with Onyx

Case Query

Finding all the users
that did not feel good
during last New Year’s
Eve, and the exact emo-
tions they felt.

SELECT DISTINCT ?creator ?cat
WHERE {

?set onyx:hasEmotion
[ onyx:hasEmotionCategory ?cat];

dcterms:created ?date;
sioc:has_creator ?creator.

?cat skos:broaderTransitive* wna:negative -
emotion.

FILTER( ?date >= xsd:date("2012 -12 -31") ?
date <= xsd:date("2013 -01 -01") )

}

Comparing two Emo-
tion Mining algorithms
by comparing the dis-
crepancies in the results
obtained using both.

SELECT ?source1 ?algo1 (GROUP_CONCAT (?cat1) as
?cats1)

WHERE {
?set1 onyx:extractedFrom ?source1.
?analysis1 prov:generated ?set1;

onyx:algorithm ?algo1.
?set1 onyx:hasEmotion

[ onyx:hasEmotionCategory ?cat1 ].
FILTER EXISTS{

?set2 onyx:extractedFrom ?source1.
?analysis2 prov:generated ?set2.
?set2 onyx:hasEmotion

[ onyx:hasEmotionCategory ?cat2 ].
FILTER ( ?set1 != ?set2).
FILTER ( ?cat2 != ?cat1 ).

}
}
GROUP BY ?source1 ?algo1
ORDER BY ?source1

Table 4: Example SPARQL queries with Onyx
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Emotion lexicons supply an emotion description for a given lexical entry.
Some examples of emotion lexicons are WordNet-Affect [16], the Affective Norms
for English Words (ANEW) [40], EmoLex [41] or SenticNet 3.0 [42].

In this section we present the application of Onyx for annotating lexical
entries with emotion representations. This application has been carried out in
the context of the Eurosentiment R&D project where a LLOD approach has
been followed [43]. In particular, lexical entries described with the lemon model
have been extended with sentiment and emotion features using Marl and Onyx,
respectively, as illustrated in Listing 3.

Listing 3: Lexicon expressed in lemon extended with sentiment and emotion features.

le:literature_en a lemon:Lexicon;
lemon:language "en";
lemon:entry lee:book , lee:terrifying.

lee:sense/terrifying_3 a lemon:Sense;
lemon:reference dbp:Horror_fiction;
lemon:reference "00111760";
lexinfo:partOfSpeech lexinfo:adjective;
lemon:context lee:sense/book;
marl:hasPolarity marl:Positve;
marl:polarityValue 0.7;
onyx:hasEmotionSet [

onyx:hasEmotion [
onyx:hasEmotionCategory wna:fear;
onyx:hasEmotionIntensity 1.

] ;
] .

lee:book a lemon:LexicalEntry;
lemon:canonicalForm [ lemon:writtenRep "book"@en ];
lemon:sense [ lemon:reference wn:synset -book -noun -1;

lemon:reference dbp:Book. ];
lexinfo:partOfSpeech lexinfo:noun.

lee:terrifying a lemon:LexicalEntry;
lemon:canonicalForm [ lemon:writtenRep "terrifying"@en ];
lemon:sense lee:sense/terrifying_3;
lexinfo:partOfSpeech lexinfo:adjective.

In this example, we illustrate how a lexical entry (terrifying) has a positive
polarity value (0.7) and a emotion category (fear) when referring to the word
book. In other words, a terrifying book is linked to feeling fear, but it usually
represents a positive quality. In contrast, terrifying is a negative quality when
referred to news. For a more in-depth explanation of the format, see [44, 43].

The main benefits of this approach are:

• Lexical entries are aligned with WordNet [26]. This enables interoper-
ability with other affect lexicons, such as WordNet-Affect, SentiWord-
Net or GermanPolarityClues are also aligned with WordNet. Moreover,
WordNetDomains has been used to define the domain of the lexical entry.

• Lexical entries are aligned with Linked Data entities in datasets such as
DBPedia. None of the reviewed affect lexicons provide this feature yet,
except for SenticNet 3.0.

• Most of the affect lexicons assign prior polarities or emotions to lexical
entries, with the exception of SenticNet, that uses multi-word expressions
(i.e. small room). The use of multi-word expressions is also possible in
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Lexicons
Language Domains #Entities
German General 107417
English Hotel,Electronics 8660
Spanish Hotel,Electronics 1041
Catalan Hotel,Electronics 1358
Portuguese Hotel,Electronics 1387
French Hotel,Electronics 651

Table 5: Summary of the lexicons in the LRP

Corpora
Language Domains #Entities
English Hotel,Electronics 22373
Spanish Hotel,Electronics 18191
Catalan Hotel,Electronics 4707
Portuguese Hotel,Electronics 6244
French Electronics 22841

Table 6: Summary of the corpora in the LRP

lemon (e.g. Siamese_cat), which provides a formalism for describing its
decomposition into their component words.

• Onyx is extensible and the same formalism can be used for different emo-
tion descriptions and it is not tied to a particular emotion representation,
as the other affect lexicons. Following the EmotionML model, Onyx uses
pluggable ontologies (vocabularies) that complement the central ontology.

This formalism has been used to generate the Eurosentiment dataset as de-
tailed in [44, 45]. This dataset is composed of fourteen domain-specific opinion
and emotion lexicons covering six languages (German, English, Spanish, Cata-
lan, Portuguese and French) and two domain (Hotels and Electronics) as shown
in Table 5.

4.2. Emotion annotations in corpora

One common use case for affective technologies [19] is the annotation of
material involving emotionality, such as texts, videos or speech recordings.

Onyx has been used for emotion annotation of corpora as described in [44,
46, 45]6. An overview of this lexical resources is provided in Table 6.

These corpora were used as gold standard for the evaluation of the services
in the Eurosentiment [45] pool. The evaluation material is publicly available7

and can be used as an example of evaluating semantic emotion analysis services
using semantic resources in Onyx.

6A tool for translating other formats to Eurosentiment is available at http://

eurosentiment.readthedocs.org/en/latest/corpusconverter.html
7https://github.com/EuroSentiment/evaluation
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4.3. Emotion service specification

Defining a common service API and format is important for interoperability
between services and to boost the ecosystem of emotion analysis services. This
section shows how this can be achieved through a combination of NIF, originally
intended for NLP services, and Onyx for annotation of emotion.

NLP Interchange Format (NIF) 2.0 [30] defines a semantic format and API
for improving interoperability among natural language processing services. The
classes to represent linguistic data are defined in the NIF Core Ontology. All
ontology classes are derived from the main class nif:String which represents
strings of Unicode characters. One important subclass of nif:String is the
nif:Context class. It represents the whole string of the text and is used to
calculate the indices of the substrings. There are other classes (nif:Word,
nif:Sentence, nif:Phrase) for representing partitions of a text. NIF individuals
are identified by URIs following a nif:URIScheme which restricts URI’s syn-
tax. NIF can be extended via vocabularies modules. It uses Marl for sentiment
annotations and Onyx have been proposed as a NIF vocabulary for emotions.

In addition, NIF defines an input and output format for REST web services
in the NIF 2.0 public API specification. This specification defines a set of
parameters that should be supported by NIF compliant services.

Listing 4 shows the output of a service call with the input parameter value
“My IPad is an awesome device”8

The main benefit of using NIF for emotion services is that NIF compliant
services can be easily combined as shown in the NIF combinator [47]9, where
well known NLP tools are combined thanks to the use of NIF wrappers.

To demonstrate the creation of an emotion analysis service using this specifi-
cation, we developed a proof-of-concept web service on top of the Synesketch [48]
library.

Synesketch is a library and application that detects emotions in English texts
and generates images that reflect those emotions. Originally written in Java, it
has been unofficially ported to several programming languages (including PHP),
which shows the interest of the community in this tool. The aim of the PHP
port was, among others, to offer a public endpoint for emotion analysis, which
later had to be taken down due to misuse. The relevance of this tool and its
Open Source license were the leading factors in choosing this tool. The service
can be accessed via a REST API and its results are presented in Onyx, using
the RDF format.

The Synesketch library uses the six categories of emotion proposed by Paul
Ekman [9]. This model is included among the vocabularies of EmotionML under
the name big6, and can be represented in Onyx as shown in Section 3.2.2. Each
emotion is present in the input text with a certain weight that ranges from 0 to
1. Additionally, it has two attributes more that correspond to the general emo-
tional valence (positive, negative or neutral) and the general emotional weight.
These two attributes together show how positive, negative or neutral the overall
emotion is.

8More details about the service output of sentiment and emo-
tion services based on NIF, Marl and Onyx can be found at
http://eurosentiment.readthedocs.org/en/latest/format/servicesformat.html

9The NIF combinator is available at http://demo.nlp2rdf.aksw.org/
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Listing 4: Service output expressed in NIF using the vocabulary Onyx.

{
"@context": [ "http :// example.com/context.jsonld" ],

"analysis": [{
"@id": "http :// example.com/analyse",
"@type": [ "onyx:EmotionAnalysis" ],
"dc:language": "en",
"onyx:maxEmotionIntensity": 1.0,
"onyx:minEmotionIntensity": 0.0
"prov:wasAssociatedWith": "http ://www.gsi.dit.upm.es/"

}],
"entries": [{

"@id": "http :// example.com/analyse?input=My%20 ipad %20is
%20an%20 awesome %20 device",

"dc:language": "es",
"opinions": [],
"emotions": [{

"onyx:aboutObject": "http :// dbpedia.org/page/IPad"
"prov:generatedBy": "http :// example.com/analyse",
"onyx:hasEmotion": [{

"onyx:hasEmotionCategory": "wna:liking",
"onyx:hasEmotionIntensity": 0.7
}, {
"onyx:hasEmotionCategory": "wna:approval",
"onyx:hasEmotionIntensity": 0.1 }]}],

"nif:isString": "My ipad is an awesome device",
"prov:generatedBy": "http :// example.com/analyse",
"strings": [{

"@id": "http :// example.com/analyse?input=My%20 ipad %20
is%20an%20 awesome %20 device#char=3,6",

"itsrdf:taIdentRef": "http :// dbpedia.org/page/IPad",
"nif:anchorOf": "ipad" }]}]

}

The Synesketch weight directly maps to hasEmotionIntensity in Onyx. How-
ever, the general emotional valence and weight do not directly match any Onyx
property or class. To solve it, we simply add an AggregatedEmotion to the Emo-
tionSet with the PositiveEmotion, NeutralEmotion or NegativeEmotion cate-
gory (as defined by WordNet-Affect) depending on the value of the valence.
The general emotional weight is then the intensity of this AggregatedEmotion,
just like in the other cases.

The final result is a REST service that is publicly available at our website10.
Several other implementations have been developed in the context of the

Eurosentiment project, mainly as wrappers of already existing resources. The
majority of them uses the WordNet-Affect categories, although there are some
that required the specification of ad-hoc categories.

4.4. Emotion mapping and rules

Some of the potential benefits of the use of ontologies [49] are: mapping
between different emotion representations, the definition of the relationship be-
tween concepts in an emotion description and emotion composition. Each of
these topics is a subject of study in its own right. However, we want to illustrate
how Onyx’s semantic approach could be used in this direction. In particular,
we will focus on SPARQL Inference Notation (SPIN)11 rules.

10http://demos.gsi.dit.upm.es/onyxemote/
11http://spinrdf.org/spin.html
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SPIN is a powerful tool to create rules and logical constraints to any entity
using standard SPARQL queries. It does this by using a set of RDF classes
and properties defined in its specification. For our purposes, the simplest use
of SPIN is to attach a SPARQL query (rule from now on) to a certain class, so
that it is performed on entity creation, update or deletion. What is interesting
about SPIN is that it has mechanisms to generalize this procedure, and to create
templates from these rules so that they can be applied to several classes. An
Open Source Java API12 is also publicly available which can be used to test the
examples in this section.

Exploring the full potential of SPIN is out of the scope of this paper. How-
ever, we will cover two ways in which Onyx and SPIN can be used together to
provide more flexibility than any non-semantic approach could. For the sake of
clarity, we will only include the relevant rules that should be used in each case,
rather than the complete SPIN RDF excerpt.

The first example (Listing 5) shows the rule that should be added to the
EmotionSet class in order to infer a complex Plutchik emotion from two basic
ones. In particular, it annotates an emotion with the Optimism category if it is
already annotated with Anticipation and Joy. The query also shows how to add
new entities and specifying their URIs using a random identifier and the base
URI.

Listing 5: Automatic composition of emotions. Anticipation and Joy result in Optimism.

INSERT {
?this onyx:hasEmotion ?emotion .
?emotion a onyx:Emotion .
?emotion a onyx:AggregatedEmotion .
?emotion onyx:hasEmotionCategory plutchik:Optimism .

}
WHERE {

?this onyx:hasEmotion _:0 .
?this onyx:hasEmotion _:1 .
_:0 onyx:hasEmotionCategory plutchik:Joy .
_:1 onyx:hasEmotionCategory plutchik:Anticipation .
BIND (IRI(CONCAT("http :// example.org/id/# Emotion", SUBSTR

(str(RAND()), 3, 16))) AS ?emotion) .
}

The second example (Listing 6) assigns an emotional category based on di-
mensional values. It takes as an example the Hourglass of Emotions [11] model
where second-level emotions can be expressed as a combination of two sentic
levels. In this case, a positive level of attention and pleasantness results in opti-
mism. Its dimensions and the main emotional categories have been represented
with Onyx (Section 3.2.3).

Finally, by using these two rules together and a simple mapping of both
hourglass’ and Plutchik’s Optimism categories, it is possible to find optimistic
results among entries annotated using Plutchik’s basic categories and entries
annotated using the dimensions from the Hourglass of Emotions.

12http://topbraid.org/spin/api/
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Listing 6: Applying categories based on the dimensions of an emotion.

INSERT {
?this onyx:hasEmotionCategory hg:Optimism .

}
WHERE {

?this hg:Pleasantness ?p .
?this hg:Attention ?a .
FILTER ( ?p > 0 && ?a > 0 )

5. Conclusions and future work

With this work we have introduced the Onyx ontology, which can represent
emotions taking advantage of the work conducted in the Web of Data (Linked
Data) and in emotion research community (EmotionML). The ontology is ex-
tendable through pluggable vocabularies that enable its adaptation to different
emotion models and application domains.

This paper discusses several applications and use cases, such as the emotion
annotation of lexical entries and corpora, the specification of inter-operable
emotion analysis services as well as the definition of emotion mappings. To
this end, Onyx has been linked with vocabularies such as lemon, NIF and the
Provenance Ontology. One remarkable example is the role of Onyx in the R&D
European project Eurosentiment13, whose aim is the creation of a language
resource pool for Sentiment Analysis. As a result, a set of lexical resources are
publicly available annotated with Onyx.

A key factor for the adoption of proposals such as Onyx is its us and ex-
tension by the emotion research community. To this end, the W3C Community
Group Linked Data Models for Emotion and Sentiment Analysis14 has been set
up with participants from industry and academia. We hope that it will con-
tribute to the evolution of Onyx, shaping it to address the issues arising from
feedback of the community. The next step for Onyx is to go beyond the appli-
cations in this paper (Section 4) and be leveraged in state-of-the-art sentiment
analysis applications. As a start point, it could be used in any of the several sen-
timent analysis challenges available. In particular, it is a perfect fit for semantic
sentiment analysis challenges such as SemEval15.

For the most part, Onyx relies on the main elements introduced by Emo-
tionML. That seems to be the case with HEO as well, which explains the simi-
larities between both ontologies. Given these similarities, we will discuss some
of the differences between both ontologies that justify the use of Onyx.

First and foremost, Onyx intends to be a model as generic as possible. It
has been integrates with other ontologies, When in doubt about a property or
concept, we chose to leave it outside the ontology and link to other vocabular-
ies (e.g. OpenAnnotation[50], NIF [47]). It also integrates perfectly with the
provenance ontology, adding great value to the ontology. Although HEO also
provides a generic model of emotion, it is tailored to a specific use case and
includes concepts that would now be better expressed with other ontologies.

13http://eurosentiment.eu
14http://www.w3.org/community/sentiment/
15SemEval’s sentiment analysis track: http://alt.qcri.org/semeval2015/index.php?id=

tasks
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For instance, Open Annotation or Prov-O for annotation. The fact that Onyx
follows an approach analogous to Marl also facilitates the integration of Opinion
and Emotion, which is crucial for sentiment analysis.

There are other practical differences between the wo, such as action tenden-
cies and appraisal being properties in Onyx. This reduces the number of nodes
necessary for annotation, and makes annotations more convenient.

These differences prove that HEO and Onyx are actually very different. Not
only on the ontological level, but also in approach. We believe Onyx was a
missing piece in the Linked Data puzzle, it integrates with other ontologies and
covers aspects that no other ontology for emotions did.

Moreover, the presented applications show the applicability and usefulness
of the ontology. Using the concepts shown in Section 4.4, it would be possible to
combine resources that use different emotion models. For instance, an applica-
tion could leverage the power of WordNet-Affect [16], EmoLex [15] (Plutchik’s
categories) and DepecheMood [51] (Ekman’s categories).

As future work, we will study how emotion synthesis and emotional embod-
ied conversational agents can be applied in e-learning. In particular, our aim is
to explore how conversational agents can benefit from integration of semantic,
emotion and user models for improving user engagement. There are two inter-
esting aspects in this sense. The first one is using a behavioral model based on
emotions to interact with students on a deeper level. For this, we will build on
our experience with conversational agents and make use of Onyx annotations to
reason about emotions. The second one is trying to gain a better understanding
of students. This analysis will build on the concepts in Section 4.4 to use various
models that characterize different aspects of emotions.
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The different formats to encode information currently in use in sentiment analysis and opinion mining are heterogeneous and often
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1. Introduction

As Internet access becomes ubiquitous, more and more

websites and applications allow us to share our opinions

with the rest of the world. This information has drawn the

attention of researchers and industry alike. Researchers see

this as an opportunity to collect information about society.

For industry, it means quick and unobtrusive feedback from

their customers. For private individuals, it can be of inter-

est how the public “sentiment” towards them or their ideas,

comments, and contributions reflect on the internet.

However, humans are not capable of processing the ever

growing flow of information. As a consequence, senti-

ment and emotion analysis have received increased sup-

port and attention. Many tools that offer automated trans-

formation of unstructured data into structured information

have emerged. The provided content analysis functionali-

ties may vary from brand impact based on its social media

presence, trend analytics possibly accompanied with pre-

dictions for future trends, sentiment identification over a

brand or a product.

Unfortunately, the different formats to encode informa-

tion currently in use are heterogeneous and often custom

tailored to each application. The biggest contender is

Emotion Markup Language (EmotionML) (see Sec. 4.1.).

EmotionML provides a common representation in many

scenarios and has been widely adopted by the community.

However, there are still plenty of open challenges not fully

covered by EmotionML, as it was solely developed to rep-

resent emotional states on the basis of suggested and user-

defined vocabularies. Sentiment analysis has not been one

of the 39 use cases that motivated EmotionML1. Also, a

1https://www.w3.org/2005/Incubator/emotion/XGR-

emotion/#AppendixUseCases

bridge to the semantic web and linked data has been dis-

cussed, but been postponed due to the neccessity to reduce

complexity for the first version.

In this paper, we motivate the switch to a linked data ap-

proach in sentiment analysis that would overcome these

and other current limitations. We introduce the elements

that would make this change possible and discuss the chal-

lenges behind that change.

The rest of this paper is structured as follows. Section 2.

contains a brief overview of the terminology in the field;

Section 3. introduces the main applications of Sentiment

and Emotion Analysis; Section 4. briefly discusses the

state of the art in data representation and formats in sen-

timent analysis; Section 5. presents recent public projects

related to sentiment and emotion analysis in any modality;

Section 6. explains how a linked data approach would al-

low more complex applications of sentiment analysis; Sec-

tion 7. reviews current models and formats that a common

linked data representation could be based on; Section 8.

exemplifies how current applications would highly benefit

from a linked data approach; finally, we draw conclusions

from the above.

2. Terminology

The literature of natural language processing differs from

the one of affective computing in the terminology used

for defining opinion/sentiment/emotion phenomena(Clavel

and Callejas, 2015). Indeed, the natural language process-

ing community more frequently uses opinion, sentiment

and affect while the affective computing community tends

to prefer the word emotion and provides in-depth studies

of the term emotion and its specificity according to other

linked phenomena such as moods, attitudes, affective dis-

positions and interpersonal stances (Scherer, 2005). The
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distinction between opinion, sentiment and affect is not al-

ways clear in the Natural Language Processing (NLP) com-

munity (Ishizuka, 2012). Some studies consider sentiment

analysis in a broader sense including the analysis of sen-

timents, emotions and opinions (Chan and Liszka, 2013;

Ortigosa et al., 2014a) and consider positive vs. negative

distinction as the study of sentiment polarity. Other studies

consider sentiment as the affective part of opinions (Kim

and Hovy, 2004). Another point of view is also given in Kr-

cadinac et al. (Krcadinac et al., 2013) which states that sen-

timent analysis concerns positive vs. negative distinction

while affect analysis or emotion recognition focus on more

fine-grained emotion categories. However, we can refer to

Munezero (Munezero et al., 2014) for in-depth reflections

of the differences between affect, emotion, sentiment and

opinion from a NLP point of view. To sum up, they claim

that affects have no expression in language, that emotions

are briefer than sentiment and that opinions are personal

interpretations of information and are not necessarily emo-

tionally charged unlike sentiments. Other approaches (Mar-

tin and White, 2005) prefer to use the general term attitudes

to gather three distinct phenomena: affect (personal reac-

tion referring to an emotional state), judgment (assigning

quality to individuals according to normative principles)

and appreciations (evaluation of an object, e.g. a product

or a process).

In the scope of this paper, we use the term ‘Sentiment and

Emotion Analysis’ to cover the range of tecniques to detect

subjectivity and emotional state.

3. Applications of Emotion and Sentiment

Analysis

Sentiment analysis is now an established field of research

and a growing industry (Liu, 2012). There are many appli-

cations for sentiment analysis as well as for emotion anal-

ysis. It is often used in social media monitoring, tracking

customer attitudes towards brands, towards politicians etc

Moreover, it is also practical for use in business analytics.

Sentiment analysis is in demand because of its efficiency

and it can provide an quick overview based on the analysis

of humanly impossible to analyse data sources. Thousands

of text documents can be processed for sentiment in terms

of seconds as opposed to large amounts of time humans

would need to make sense out of hotel reviews for exam-

ple.

Below we categorize the sentiment analysis application in

different areas of service. At the public service level we

look at sentiment analysis approaches for e-learning sys-

tems, tracking opinions about politicians and identification

of violent social movements in social media. For businesses

and organizations sentiment analysis is used in products

benchamrcking, brand reputation and ad placement. From

the individual’s perspective we are looking at decision mak-

ing based on opinions about products and services as well

as identifying communities and individuals with similar in-

terests and opinions.

1. Public service

(a) E-learning environments (Ortigosa et al., 2014b):

Sentiment and emotion analysis information can

be used by adaptive e-learning systems to support

personalized learning, by considering the user’s

emotional state when recommending him/her the

most suitable tasks to be tackled at each time.

Also, the students’ sentiments towards a course

serve as useful feedback for teachers.

(b) Tracking public opinions about political candi-

dates: Recently, with every political campaign, it

has become a standard practice to see the public

opinion from social media or other sources about

each candidate.

(c) Radicalization and recruitment detection (Zimbra

and Chen, 2012): Sentiment analysis is used for

detection of violent social movement groups.

2. Businesses and organizations

(a) Market analysis and benchmark products and ser-

vices: Businesses spend a huge amount of money

to find consumer opinions using consultants, sur-

veys and focus groups, etc

(b) Affective user interfaces (Nasoz and Lisetti,

2007): An example is in the automotive domain

where human-computer interaction is enhanced

through Adaptive Intelligent User Interfacesthat

are able to recognize users’ affective states (i.e.,

emotions experienced by the users) and respond-

ing to those emotions by adapting to the current

situation via an affective user model.

(c) Ads placements: A popular way of monetize on-

line is add placement. Sentiment and emotion

analysis is exploited in various ways to a) place

ads in key social media content, b) place ads if

one praises a product or c) place ads from a com-

petitor if one criticizes a product.

3. Individuals

(a) Make decisions to buy products or to use ser-

vices.

(b) Find collectives and individuals with similar in-

terests and opinions.

4. State of the Art

This section introduces works that are relevant either be-

cause they aim to provide a common language and frame-

work to represent emotional information (as is the case of

EmotionML), or because they they provide a specific rep-

resentation of affects and emotions.

4.1. EmotionML

EmotionML (Burkhardt et al., 2016) is W3C recommenda-

tion to represent emotion related states in data processing

systems. It was developed as a XML schema by a sub-

group of the W3C MMI (Multimodal Interaction) Working

Group chaired by Deborah Dahl in a first version from ap-

proximately 2005 until 2013, most of this time the develop-

ment was lead by Marc Schröder. It is possible to use Emo-

tionML both as a standalone markup and as a plug-in an-

notation in different contexts. Emotions can be represented
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in terms of four types of descriptions taken from the scien-

tific literature: categories, dimensions, appraisals, and ac-

tion tendencies, with a single <emotion> element contain-

ing one or more of such descriptors. The following snippet

exemplifies the principles of the EmotionML syntax.

<graysentencered redidred=blue"

bluesent1blue"black>

blackDoblack blackIblack blackhave

black blacktoblack blackgoblack

blacktoblack blacktheblack

blackdentistblack?

black</graysentenceblack>

black<grayemotionred redxmlnsred=blue"

bluehttpblue://bluewwwblue.bluew3

blue.blueorgblue/2009/10/

blueemotionmlblue"red redcategory

red-redsetred=blue"bluehttp

blue://.../bluexmlblue#blueeveryday

blue-bluecategoriesblue"black>

black<graycategoryred rednamered=blue"

blueafraidblue"red redvaluered=

blue"blue0.4blue"/black>

black<grayreferencered redrolered=blue"

blueexpressedByblue"red redurired=

blue"blue#bluesent1blue"/black>

black</grayemotionblack>

Since there is no single agreed-upon vocabulary for each

of the four types of emotion descriptions, EmotionML pro-

vides a mandatory mechanism for identifying the vocab-

ulary used in a given <emotion>. Some vocabularies are

suggested by the W3C (Ashimura, Kazuyuki et al., 2014)

and to make EmotionML documents interoperable users are

encouraged to use them.

4.2. WordNet Affect

WordNet Affect (Strapparava et al., 2004) is an effort to

provide lexical representation of affective knowledge. It

builds upon WordNet, adding a new set of tags to a selection

of synsets to annotate them with affective information. The

affective labels in WordNet Affect were generated through

a mix of manual curation and automatic processing. Labels

are related to one another in the form of a taxonomy. Then,

a subset of all WordNet synsets were annotated with such

labels, leveraging the structure and information of Word-

Net. Hence, the contribution of WordNet Affect is twofold:

a rich categorical model of emotions based on WordNet,

and the linking of WordNet synsets to such affects.

4.3. Chinese Emotion Ontology

The Chinese Emotion Ontology (Yan et al., 2008) was de-

veloped to help understand, classify and recognize emo-

tions in Chinese. The ontology is based on HowNet, the

Chinese equivalent of WordNet. The ontology provides

113 categories of emotions, which resemble the WordNet

taxonomy and the authors also relate the resulting ontology

with other emotion categories. All the categories together

contains over 5000 Chinese verbs.

4.4. Emotive Ontology

Sykora et al. (Sykora et al., 2013) propose an ontology-

based mechanism to extract fine-grained emotions from in-

formal messages, such as those found on Social Media.

5. Relevant Projects

This section presents some recent note-worthy projects

linked to emotion or sentiment analysis in any of its dif-

ferent modalities.

5.1. ArsEmotica

ArsEmotica (Bertola and Patti, 2016) is an application

framework where semantic technologies, linked data and

natural language processing techniques are exploited for in-

vestigating the emotional aspects of cultural heritage arti-

facts, based on user generated contents collected in art so-

cial platforms. Tha aim of ArsEmotica is to detect emotion

evoked by artworks from online collections, by analyzing

social tags intended as textual traces that visitors leave for

commenting artworks on social platforms. The approach is

ontology-driven: given a tagged resource, the relation with

the evoked emotions is computed by referring to an ontol-

ogy of emotional categories, developed within the project

and inspired by the well-known Plutchik’s model of human

emotions (Plutchik and Conte, 1997). Detected emotions

are meant to be the ones which better capture the affective

meaning that visitors, collectively, give to the artworks. The

ArsEmotica Ontology (AEO) is encoded in OWL and in-

corporates, in a unifying model, multiple ontologies which

describe different aspects of the connections between me-

dia objects (e.g. artworks), persons and emotions. The on-

tology allows to link art reviews, or excerpts thereof, to

specific emotions. Moreover, due to the need of model-

ing the link among words in a language and the emotions

they refer to, AEO integrates with LExical Model for On-

tologies (lemon) to provide the lexical model (Patti et al.,

2015). Where possible and relevant, linkage to external

repositories of the LOD (e.g. DBpedia) is provided.

5.2. EuroSentiment

The aim of the EuroSentiment project 2 was to provide

a shared language resource pool, a marketplace dedicated

to services and resources useful in multilingual Sentiment

Analysis. The project focused on adapting existing lexicons

and corpora to a common linked data format. The format

for lexicons is based on a combination of lemon (for lexical

concepts), Marl (opinion/sentiment) and Onyx (emotions).

Each entry in the lexicon is described with part of speech

information, morphosyntactic information, links to DBpe-

dia and WordNet and sentiment information of the entry

was identified as a sentiment word. The format for cor-

pora uses NIF instead of lemon, while keeping the combi-

nation of Onyx and Marl for subjectivity. The results of

the project include: a semantic enriching pipeline for lex-

ical resources, a set of lexicons and corpora for sentiment

and emotion analysis; conversion tools from legacy non-

semantic formats; an extension of the NIF format and API

for web services; and, lastly, the implementation of said

2http://eurosentiment.eu
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API in different programming languages, which helps de-

velopers develop and deploy semantic sentiment and emo-

tion analysis services in minutes.

5.3. MixedEmotions

The MixedEmotions project 3 plans to continue the work

started in the EuroSentiment project, investigating other

media (image and sound) in many languages in the senti-

ment analysis context. Its aim is to develop novel multilin-

gual multi-modal Big Data analytics applications to anal-

yse a more complete emotional profile of user behavior

using data from mixed input channels: multilingual text

data sources, A/V signal input (multilingual speech, audio,

video), social media (social network, comments), and struc-

tured data. Commercial applications (implemented as pilot

projects) are in Social TV, Brand Reputation Management

and Call Centre Operations. Making sense of accumulated

user interaction from different data sources, modalities and

languages is challenging and yet to be explored in fullness

in an industrial context. Commercial solutions exist but do

not address the multilingual aspect in a robust and large-

scale setting and do not scale up to huge data volumes that

need to be processed, or the integration of emotion anal-

ysis observations across data sources and/or modalities on

a meaningful level. MixedEmotions thus implements an

integrated Big Linked Data platform for emotion analysis

across heterogeneous data sources, different languages and

modalities, building on existing state of the art tools, ser-

vices and approaches to enable the tracking of emotional

aspects of user interaction and feedback on an entity level.

5.4. SEWA

The European Sentiment Analysis in the Wild (SEWA)

project 4 deploys and capitalises on existing state-of-the-art

methodologies, models and algorithms for machine analy-

sis of facial, vocal and verbal behaviour to realise natural-

istic human sentiment analysis “in the wild”. The project

thus develops computer vision, speech processing, and ma-

chine learning tools for automated understanding of human

interactive behaviour in naturalistic contexts for audio and

visual spatiotemporal continuous and discrete analysis of

sentiment, liking and empathy.

5.5. OPENER

OpeNER (Open Polarity Enhanced Name Entity Recogni-

tion) is a aims to to provide a set of free Natural Language

Processing tools free that are easy to use, adapt and inte-

grate in the workflow of Academia, Research and Small

and Medium Enterprise. OpeNER uses the KAF (Bosma et

al., 2009) annotation format, with ad-hoc elements to rep-

resent sentiment and emotion features. The results of the

project include a corpus of annotated reviews and a Linked

Data node that exposes this information.

3http://mixedemotions-project.eu
4http://www.sewaproject.eu/

6. Motivation for a Linked Data Approach

Currently, there are many commercial social media text

analysis tools, such as Lexalytics 5, Sentimetrix 6 and En-

gagor 7 that offer sentiment analysis functionalities from

text. There are also a lot of social media monitoring tools

that generate statistics about presence, influence power,

customer/followers engagement, which are presented in in-

tuitive charts on the user’s dashboard. Such tools indica-

tively are Hootsuite, Klout and Tweetreach which are spe-

cialized on Twitter analytics. However, such solutions are

quite generic, are not integrated in the process of prod-

uct development or in product cycles and definitely are

not trained under domain-specific terminology, idioms and

characteristics. Industry-specific approaches are also avail-

able (Aldahawi and Allen, 2013; Abrahams et al., 2012),

but still they are not easily configured under integrated, cus-

tomizable solutions. Opinion mining and trend prediction

over social media platforms are emerging research direc-

tions with great potential, with companies offering such

services tending not to disclose the methodologies and al-

gorithms they use to process data. The academic commu-

nity has also shown interest into these domains (Pang and

Lee, 2008). Some of the most popular domains are User

Generated Reviews as well as Twitter mining, particularly

due to the availability of information without restriction ac-

cess (Aiello et al., 2013). An enormous amount of tweets is

created daily, Twitter is easily accessible which means that

there are available twitter data from people with different

background (ethnical, cultural, social), there are tweets in

many different languages and finally there is a large variety

of discussed topics.

Encoding this extra information is beyond the capabilities

of any of the existing formats for sentiment analysis. This

is hindering the appearance of applications that make deep

sense of data. A Linked Data approach would enable re-

searchers to use this information, as well as other rich in-

formation in the Linked Data cloud. Furthermore, it would

make it possible to infer new knowledge based on existing

reusable vocabularies.

An interesting aspect of analysing social media is that there

are many features in the source beyond pure text that can

be exploited. Using these features we could gain deeper

knowledge and understanding of the user generated con-

tent, and ultimately train a system to look for more targeted

characteristics. Such a system would be more accurate in

processing and categorizing such content. Among the ex-

tra features in social media, we find the name of the users

who created the content, together with more information

about their demographics and other social activities. More-

over users can interact, start conversations over a posted

comment, and express their agreement or disagreement ei-

ther by providing textual responses or explicitly through

“thumbs-up” functionalities. Apart from the actual content,

it is also the context in which it was created that can serve as

a rich source of information and be used to generate more

powerful data analytics and lead to smarter company deci-

5https://www.lexalytics.com/
6http://www.sentimetrix.com/
7http://www.engagor.com/
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sions. 8

7. Semantic Models and Vocabularies

This section describes models and vocabularies that can be

used to model sentiment and emotion in different scenarios,

including annotation of lexical resources (lemon) and NLP

services (NIF).

7.1. Marl

Marl is a vocabulary to annotate and describe subjective

opinions expressed on the web or in particular Information

Systems. This opinions may be provided by the user (as in

online rating and review systems), or extracted from natu-

ral text (sentiment analysis). Marl models opinions on the

aspect and feature level, which is useful for fine grained

opinions and analysis.

Marl follows the Linked Data principles as it is aligned with

the Provenance Ontology. It also takes a linguistic Linked

Data approach: it is aligned with the Provenance Ontology,

it represents lexical resources as linked data, and has been

integrated with lemon (Section 7.4.).

7.2. Onyx

Onyx (Sánchez-Rada and Iglesias, 2016) is a vocabulary

for emotions in resources, services and tools. It has been

designed with services and lexical resources for Emotion

Analysis in mind. What differentiates Onyx from other vo-

cabularies in Section 4. is that instead of adhering to a spe-

cific model of emotions, it provides the concepts to formal-

ize different emotion models. These models are known as

vocabularies in Onyx’s terminology, following the exam-

ple of EmotionML. A number of commonly used models

have already been integrated and published as linked data 9.

The list includes all EmotionML vocabularies (Ashimura,

Kazuyuki et al., 2014), WordNet-Affect labels and the

hourglass of emotions (Cambria et al., 2012).

A tool for limited two-way conversion between Onyx rep-

resentation and EmotionML markup is available, using a

specific mapping.

Just like Marl, Onyx is aligned with the Provenance On-

tology, and can be used together with lemon in lexical re-

sources.

7.3. NLP Interchange Format (NIF)

NLP Interchange Format (NIF) 2.0 (Hellmann, 2013) de-

fines a semantic format and an API for improving interop-

erability among natural language processing services.

NIF can be extended via vocabularies modules. It uses Marl

for sentiment annotations and Onyx have been proposed as

a NIF vocabulary for emotions.

7.4. lemon

lemon is a proposed model for modelling lexicon and

machine-readable dictionaries and linked to the Semantic

Web and the Linked Data cloud. It was designed to meet the

following challenges RDF-native form to enable leverage

8http://www.alchemyapi.com/api/

sentiment-analysis
9http://www.gsi.dit.upm.es/ontologies/

onyx/vocabularies/

of existing Semantic Web technologies (SPARQL, OWL,

RIF etc.). Linguistically sound structure based on LMF to

enable conversion to existing offline formats. Separation

of the lexicon and ontology layers, to ensure compatibil-

ity with existing OWL models. Linking to data categories,

in order to allow for arbitrarily complex linguistic descrip-

tion. In particular, the LexInfo vocabulary is aligned to

lemon and ISOcat. A small model using the principle of

least power - the less expressive the language, the more

reusable the data. Lemon was developed by the Monnet

project as a collaboration between: CITEC at Bielefeld

University, DERI at the National University of Ireland, Gal-

way, Universidad Politécnica de Madrid and the Deutsche

Forschungszentrum für Künstliche Intelligenz.

8. Application

This section contains a noncomprehensive list of popular

tools that would potentially benefit from the integration of

a unified Linked Data model.

8.1. GATE

GATE (General architecture for Text Engineering) (Cun-

ningham et al., 2009) is an open source framework written

entirely in JAVA that can be used for research and com-

mercial applications under the GNU license. It is based on

an extensible plugin-architecture and processing resources

for several languages are already provided. It can be very

useful to manually and automatically annotate text and do

subsequential sentiment analysis based on gazetteer lookup

and grammar rules as well as machine learning, a support

vector machine classifier is already integrated as well as in-

terfaces to linked open data, e.g. DBPedia.

8.2. Speechalyzer

Speechalizer (Burkhardt, 2012) is a java library for the

daily work of a ‘speech worker’, specialized in very fast

labeling and annotation of large audio datasets. Includes

EmotionML import and export functionality.

8.3. openSMILE

The openSMILE tool enables you to extract large audio fea-

ture spaces in realtime for emotion and sentiment analysis

from audio and video. It is written in C++ and is avail-

able as both a standalone commandline executable as well

as a dynamic library (A GUI version is to come soon). The

main features of openSMILE are its capability of on-line in-

cremental processing and its modularity. Feature extractor

components can be freely interconnected to create new and

custom features, all via a simple configuration file. New

components can be added to openSMILE via an easy plu-

gin interface and a comprehensive API. openSMILE is free

software licensed under the GPL license and is currently

available via Subversion in a pre-release state 10.

9. W3C Community Group

The growing interest in the application of Linked Data in

the field of Emotion and Sentiment Analysis has motivated

10http://sourceforge.net/projects/

opensmile/
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the creation of the W3C Sentiment Analysis Community

Group (CG)11. The community group is a public forum for

experts and practicians from different fields related to Emo-

tion and Sentiment Analysis, as well as semantic technolo-

gies. In particular, the community group intends to gather

the best practices in the field. Existing vocabularies for

emotion and sentiment analysis are thoroughly investigated

and taken as a starting point for discussion in the CG. How-

ever, its aim is not to publish specifications but rather to

identify the needs and pave the way.

It further deals with the requirements beyond text-based

analysis, i.e. emotion/sentiment analysis from images,

video, social network analysis, etc.

10. Conclusions

Sentiment and Emotion Analysis is a trending field, with a

myriad of potential applications and projects exploiting it

in the wild. In recent years several European projects have

dealt with sentiments and emotions in any of its modali-

ties, such as SEWA and OpeNER. However, as we have ex-

plained in this paper, there are several open challenges that

need to be addressed. A Linked Data approach would ad-

dress several of those challenges, as well as foster research

in the field and adoption of its technologies. The fact that

projects such as ArsEmotica or EuroSentiment have already

introduced semantic technologies to deal with similar prob-

lems supports this view. Nevertheless, to guarantee the suc-

cess and adoption of the new approach, we need common

vocabularies and best practices for their use. This work is

a first step in this direction, which will be continued by the

community in the upcoming years with initiatives such as

the Linked Data Models for Emotion and Sentiment Anal-

ysis W3C Community Group.
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Abstract

The number of tools and services for senti-

ment analysis is increasing rapidly. Unfor-

tunately, the lack of standard formats hin-

ders interoperability. To tackle this prob-

lem, previous works propose the use of

the NLP Interchange Format (NIF) as both

a common semantic format and an API

for textual sentiment analysis. However,

that approach creates a gap between tex-

tual and sentiment analysis that hampers

multimodality. This paper presents a mul-

timedia extension of NIF that can be lever-

aged for multimodal applications. The ap-

plication of this extended model is illus-

trated with a service that annotates online

videos with their sentiment and the use of

SPARQL to retrieve results for different

modes.

1 Introduction

With the rise of social media and crowdsourc-

ing, the interest in automatic means of extraction

and aggregation of user opinions (Opinion Min-

ing) and emotions (Emotion Mining) is growing.

This tendency is mainly focused on text analysis,

the cause and consequence of this being that the

tools for text analysis are getting better and more

accurate. As is often the case, these tools are het-

erogeneous and implement different formats and

APIs. This problem is hardly new or limited to

sentiment analysis, it is also present in the Natu-

ral Language Processing (NLP) field. In fact, both

fields are closely related: textual sentiment analy-

sis can be considered a branch of NLP. Looking

at how NLP deals with heterogeneity and interop-

erability we find NIF, a format for NLP services

that solves these issues. Unfortunately, NLP In-

terchange Format (NIF) (Hellmann et al., 2013)

is not enough to annotate sentiment analysis ser-

vices. Fortunately, it can be extended, by exploit-

ing the extensibility of semantic formats. Using

this extensibility and already existing ontologies

for the sentiment and emotion domains, the R&D

Eurosentiment project recently released a model

that extends NIF for sentiment analysis (Buitelaar

et al., 2013).

However, the Eurosentiment model is bound

to textual sentiment analysis, as NIF focuses

on annotation of text. The R&D MixedEmo-

tions project aims at bridging this gap by provid-

ing a Big Linked Data Platform for multimedia

and multilingual sentiment and emotion analysis.

Hence, different modes (e.g. images, video, au-

dio) require different formats. Format heterogene-

ity becomes problematic when different modes co-

exist or when the text is part of other media. Some

examples of this include working with text ex-

tracted from a picture with OCR, or subtitles and

transcripts of audio and video. This scenario is

not uncommon, given the maturity of textual sen-

timent analysis tools.

In particular, this paper focuses on video and

audio sources that contain emotions and opinions,

such as public speeches. We aim to represent that

information in a linked data format, linking the

original source with its transcription and any senti-

ments or emotions found in any of its modes. Us-

ing the new model it is possible to represent and

process multimodal sentiment information using a

common set of tools.

The rest of the paper is structured as follows:

Section 2 covers the background for this work;

Section 3 presents requirements for semantic an-

notation of sentiment in multimedia; Section 4
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introduces the bases for sentiment analysis using

NIF and delves into the use of NIF for media other

than text; Section 5 exemplifies the actual appli-

cation of the new model with a prototype and se-

mantic queries; Section 6 is dedicated to related

work; lastly, Section 7 summarises the conclu-

sions drawn from our work and presents possible

lines of work.

2 Background

2.1 Annotation based on linked data

Annotating is the process of associating metadata

with multimedia assets. Previous research has

shown that annotations can benefit from compat-

ibility with linked data technologies (Hausenblas,

2007).

The W3C Open Annotation Community Group

has worked towards a common RDF-based

specification for annotating digital resources.

The group intends to reconcile two previous

proposals: the Annotation Ontology (Ciccarese

et al., 2011) and the Open Annotation Collab-

oration (OAC) (Haslhofer et al., 2011). Both

proposals incorporate elements from the earlier

Annotea model (Kahan et al., 2002). The Open

Annotation Ontology (Robert Sanderson and de

Sompel, 2013) provides a general description

mechanism for sharing annotation between

systems based on an RDF model. An annota-

tion is defined by two relationships: body, the

annotation itself, and target, the asset that is

annotated. Both body and target can be of any

media type. In addition, parts of the body or target

can be identified by using Fragment Selectors

(oa:FragmentSelector) entities. W3C Fragment

URIs (Tennison, 2012) can be used instead,

although the use of Fragment Selectors is encour-

aged. The vocabulary defines fragment selectors

for text (oa:Text), text segments plus passages

before or after them (oa:TextQuoteSelector),

byte streams (oa:DataPositionSelector), ar-

eas (oa:AreaSelector), states (oa:State), time

moments (oa:TimeState) and request headers

(oa:RequestHeaderState). Finally, Open Annota-

tion (OA) ontology defines how annotations are

published and transferred between systems. The

recommended serialisation format is JSON-LD.

Another research topic has been the standard-

isation of linguistic annotations in order to im-

prove the interoperability of NLP tools and re-

sources. The main proposals are Linguistic An-

notation Framework (LAF) and NIF 2.0. The ISO

Specification LAF (Ide and Romary, 2004) and its

extension Graph Annotation Format (GrAF) (Ide

and Suderman, 2007) define XML serialisation of

linguistic annotation as well as RDF mappings.

NIF 2.0 (Hellmann et al., 2013) follows a prag-

matic approach to linguistic annotations and is fo-

cused on interoperability of NLP tools and ser-

vices. It is directly based on RDF, Linked Data

and ontologies, and it allows handling structural

interoperability of linguistic annotations as well

as semantic interoperability. NIF 2.0 Core ontol-

ogy provides classes and properties to describe the

relationships between substrings, text and docu-

ments by assigning URIs to strings. These URIs

can then be used as subjects in RDF easily an-

notated. NIF builds on current best practices for

counting strings and creating offsets such as LAF.

NIF uses Ontologies for Linguistic Annotation

(OLiA) (Chiarcos, 2012) to provide stable iden-

tifiers for morpho-syntactical annotation tag sets.

In addition to the core ontology, NIF defines Vo-

cabulary modules as an extension mechanism to

achieve interoperability between different annota-

tion layers. Some of the defined vocabularies are

Marl (Westerski et al., 2011) and Lexicon Model

for Ontologies (lemon) (Buitelaar et al., 2011).

As discussed by Hellmann (Hellmann, 2013),

the selection of the annotation scheme comes from

the domain annotation requirements and the trade-

off among granularity, expressiveness and simplic-

ity. He defines different profiles with this purpose.

The profile NIF simple can express the best es-

timate of an NLP tool in a flat data model, with

a low number of triples. An intermediate profile

called NIF Stanbol allows the inclusion of alterna-

tive annotations with different confidence as well

as provenance information that can be attached to

the additionally created URN for each annotation.

This profile is integrated with the semantic content

management system Stanbol (Westenhaler, 2014).

Finally, the profile NIF OA provides the most ex-

pressive model but requires more triples and cre-

ates up to four new URNs per annotation, making

it more difficult to query.

Finally, we review Fusepool since they propose

an annotation model that combines OA and NIF.

Fusepool (Westenhaler, 2014) is an R&D project

whose purpose is to digest and turn data from dif-

ferent sources into linked data to make data in-

teroperable for reuse. One of the tasks of this
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project is to define a new Enhancement Struc-

ture for the semantic content management system

Apache Stanbol (Bachmann-Gmür, 2013). Fuse-

pool researchers’ main design considerations with

OA is for it to define a very expressive model ca-

pable of very complex annotations. This technique

comes with the disadvantage of needing a high

amount of triples to represent lower level NLP pro-

cessing, which in turn complicates the queries nec-

essary to retrieve simple data.

2.2 Eurosentiment Model

The work presented here is partly based on an ear-

lier work (Buitelaar et al., 2013) developed within

the Eurosentiment project. The Eurosentiment

model proposes a linked data approach for senti-

ment and emotion analysis, and it is based on the

following specifications:

• Marl (Westerski et al., 2011) is a vocabulary

designed to annotate and describe subjective

opinions expressed on the web or in informa-

tion systems

• Onyx (Sanchez-Rada and Iglesias, 2013) is

built on the same principles as Marl to an-

notate and describe emotions, and provides

interoperability with Emotion Markup Lan-

guage (EmotionML) (Schröder et al., 2011)

• lemon (Buitelaar et al., 2011) defines a lex-

icon model based on linked data principles

which has been extended with Marl and Onyx

for sentiment and emotion annotation of lex-

ical entries

• NIF 2.0 (Hellmann et al., 2013) which de-

fines a semantic format and API for improv-

ing interoperability among natural language

processing services

The way these vocabularies have been integrated

is illustrated in the example below, where we

are going to analyse the sentiment of an opin-

ion (“Like many Paris hotels, the rooms are too

small”) posted in TripAdvisor. In the Eurosenti-

ment model, lemon is used to define the lexicon for

a domain and a language. In our example, we have

to generate this lexicon for the hotel domain and

the English language1. A reduced lexicon for Ho-

tels in English (le:hotel en) is shown in Listing 1

1The reader interested in how this domain specific lexicon
can be generated can consult (Vulcu et al., 2014).

for illustration purposes. The lexicon is composed

of a set of lexical entries (prefix lee). Each lexical

entry is semantically disambiguated and provides

a reference to the syntactic variant (in the example

the canonical form) and the senses. The example

shows how the senses have been extended to in-

clude sentiment features. In particular, the sense

small 1 in the context of room 1 has associated a

negative sentiment. That is, “small room” is neg-

ative (while small phone could be positive, for ex-

ample).

lee:sense/small_1 a lemon:Sense;

lemon:reference "01391351";

lexinfo:partOfSpeech lexinfo:adjective;

lemon:context lee:sense/room_1;

marl:polarityValue "-0.5"ˆˆxsd:double;

marl:hasPolarity marl:negative.

le:hotel_en a lemon:Lexicon;

lemon:language "en";

lemon:topic ed:hotel;

lemon:entry lee:room, lee:Paris, lee:

small.

lee:room a lemon:LexicalEntry;

lemon:canonicalForm [ lemon:writtenRep

"room"@en ];

lemon:sense [ lemon:reference wn:synset

-room-noun-1;

lemon:reference dbp:Room ];

lexinfo:partOfSpeech lexinfo:noun.

lee:Paris a lemon:LexicalEntry;

lemon:canonicalForm [ lemon:writtenRep

"Paris"@en ];

lemon:sense [ lemon:reference dbp:

Paris;

lemon:reference wn:synset-room-noun

-1 ];

lexinfo:partOfSpeech lexinfo:noun.

lee:small a lemon:LexicalEntry;

lemon:canonicalForm [ lemon:writtenRep

"small"@en ];

lemon:sense lee:sense/small_1;

lexinfo:partOfSpeech lexinfo:adjective.

Listing 1: Sentiment analysis expressed with

Eurosentiment model.

The Eurosentiment model uses NIF in combi-

nation with Marl and Onyx to provide a stan-

dardised service interface. In our example, let

us assume the opinion has been published at

http://tripadvisor.com/myhotel. NIF follows a

linked data principled approach so that different

tools or services can annotate a text. To this end,

texts are converted to RDF literals and an URI is

generated so that annotations can be defined for

that text in a linked data way. NIF offers different

URI Schemes to identify text fragments inside a
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string, e.g. a scheme based on RFC5147 (Wilde

and Duerst, 2008), and a custom scheme based on

context. In addition to the format itself, NIF 2.0

defines a REST API for NLP services with stan-

dardised parameters. An example of how these on-

tologies are integrated is illustrated in Listings 2,

3 and 4.

<http://tripadvisor.com/myhotel#char

=0,49>

rdf:type nif:RDF5147String , nif:

Context;

nif:beginIndex "0";

nif:endIndex "49";

nif:sourceURL <http://tripadvisor.com/

myhotel.txt>;

nif:isString "Like many Paris hotels,

the rooms are too small";

marl:hasOpinion <http://tripadvisor.

com/myhotel/opinion/1>.

Listing 2: NIF + Marl output of a service call

http://eurosentiment.eu?i=Like many Paris hotels,

the rooms are too small

<http://tripadvisor.com/myhotel/opinion

/1>

rdf:type marl:Opinion;

marl:describesObject dbp:Hotel;

marl:describesObjectPart dbp:Room;

marl:describesFeature "size";

marl:polarityValue "-0.5";

marl:hasPolarity: http://purl.org/marl

/ns#Negative.

Listing 3: Sentiment analysis expressed with

Eurosentiment model.

<http://eurosentiment.eu/analysis/1>

rdf:type marl:SentimentAnalysis;

marl:maxPolarityValue "1";

marl:minPolarityValue "-1";

marl:algorithm "dictionary-based";

prov:used le:hotel_en;

prov:wasAssociatedWith http://dbpedia.

org/resource/UPM.

Listing 4: Sentiment analysis expressed with

Eurosentiment model.

3 Requirements for semantic annotation

of sentiment in multimedia resources

The increasing need to deal with human fac-

tors, including emotions, on the web has led

to the development of the W3C specification

EmotionML (Schröder et al., 2011). EmotionML

aims for a trade-off between practical applicability

and scientific well-foundedness. Given the lack of

agreement on a finite set of emotion descriptors,

EmotionML follows a plug-in model where emo-

tion vocabularies can be defined depending on the

application domain and the aspect of emotions to

be focused.

EmotionML (Schröder et al., 2011) uses Me-

dia URIs to annotate multimedia assets. Tempo-

ral clipping can be specified either as Normal Play

Time (npt) (Schulzrinne et al., 1998), as SMPTE

timecodes (Society of Motion Picture and Tele-

vision Engineers, 2009), or as real-world clock

time (Schulzrinne et al., 1998).

During the definition of the EmotionML speci-

fication, the Emotion Incubator group defined 39

individual use cases (Schröder et al., 2007) that

could be grouped into three broad types: man-

ual annotation of materials (e.g. annotation of

videos, speech recordings, faces or texts), auto-

matic recognition of emotions from sensors and

generation of emotion-related system responses.

Based on these uses cases as well as others identi-

fied in the literature (Grassi et al., 2011), a number

of requirements have been identified for the anno-

tation of multimedia assets based on linked data

technologies:

• Standards compliance. Emotion annota-

tions should be based on linked data tech-

nologies such as RDF or W3C Media Frag-

ment URI. Unfortunately, EmotionML has

been defined in XML. Nevertheless, as com-

mented above, the vocabulary Onyx provides

a linked data version of EmotionML that can

be used instead. Regarding the annotation

framework, OA covers the annotation of mul-

timedia assets while NIF only supports the

annotation of textual sources.

• Trace annotation of time-varying signals.

The time curve of properties scales (e.g.

arousal or valence) should be preserved. To

this end, EmotionML defines two mecha-

nisms. The element trace allows the repre-

sentation of the time evolution of a dynamic

scale value based on a periodic sampling of

values (i.e. one value every 100ms at 10 Hz).

In case of aperiodic sampling, separate emo-

tion annotations should be used. The current

version of the ontologies we use does not sup-

port trace annotations.

• Annotations of multimedia fragments.

Fragments of multimedia assets should be en-

abled. To this end, EmotionML uses Media
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URIs to be able to annotate temporal interval

or frames. As presented above, NIF provides

a compact scheme for textual fragment anno-

tation, but it does not cover multimedia frag-

ments. In contrast, OA supports the annota-

tion of multimedia fragments using a number

of triples.

• Collaborative and multi-modal annota-

tions. Emotion analysis of multimedia assets

may be performed based on different com-

bination of modalities (i.e. full body video,

facial video, each with or without speech or

textual transcription). Thus, interoperability

of emotion annotations is essential. Semantic

web technologies provide a solid base for dis-

tributed, interoperable and shareable annota-

tions, with proposals such as OA and NIF.

4 Linked Data Annotation for

Multimedia Sentiment Analysis

One of the main goals of NIF is interoperability

between NLP tools. For this, it uses a convention

to assign URIs to parts of a text. Since URIs are

unique, different tools can analyse the same text

independently, and one may use the URIs later to

combine the information from both.

These URIs are constructed with a combination

of the URI of the source of the string (its con-

text), and a unique identifier for that string within

that particular context. A way to assign that iden-

tifier is called a URI scheme. Strings belong to

different classes, according to the scheme used to

generate its URI. The currently available schemes

are: ContextHashBasedString, OffsetBasedString,

RFC5147String and ArbitraryString. The usual

scheme is RFC5147String.

For instance, for a context

http://example.com, its content may

be “This is a test”, and the RFC5147String

http://example.com#char=5,7 would

refer to the “is” part within the context.

However, to annotate multimedia sources in-

dexing by characters is obviously not possible. We

need a different way to uniquely refer to a frag-

ment.

Among the different possible approaches to

identify media elements, we propose to follow

the same path as the Ontology for Media Re-

sources (Lee et al., 2012) and use the Media Frag-

ments URI W3C recommendation (Troncy et al.,

2012). The recommendation specifies how to re-

fer to a specific fragment or subpart of a media

resource. URIs follow this scheme:

<scheme>:<part>[?<q>][#<frag.>]

Where <scheme> is the specific scheme or

protocol (e.g. http), part is the hierarchical

part (e.g. example.com), q is the query (e.g.

user=Nobody), and frag is the piece we are in-

terested in: the multimedia fragment (e.g. t=10).

Since the Media Fragments URI schema is very

similar to those already used in NIF and follows

the same philosophy, we have extended NIF to in-

clude it. The result is Figure 1.

Figure 1: By extending the URI Schemes of NIF,

we make it possible to use multimedia sources in

NIF, and refer to their origin using the Media Frag-

ments recommendation.

Using this URI Scheme and the NIF notation

for sentiment analysis, the results from a service

that analyses both the captions from a YouTube

video and the video comments would look like the

document in Listing 5. In this way, we fulfill the

requirements previously identified in Sect. 3. This

example is, in fact, the aggregation of three differ-

ent kinds of analysis: textual sentiment analysis on

comments (CommentAnalysis) and captions

(CaptionAnalysis), and sentiment analysis

based on facial expressions (SmileAnalysis).

Each analysis would individually return a docu-

ment similar to that of the example, with only the

fields corresponding to that particular analysis.

The results can be summarised

as follows: a youtube video

(http://youtu.be/W07PoKUD-Yk) is

tagged as positive overall based on facial

expressions (OpinionS01); the section of

the video from second 108 to second 110

(http://youtu.be/W07PoKUD-Yk#t=108,

110) reflects negative sentiment judg-

ing by the captions (OpinionT01);
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lastly, the video has a comment

(http://www.youtube.com/comment?lc=

<CommentID>) that reflects a positive opinion

(OpinionC01).

The JSON-LD context in Listing 6 provides ex-

tra information the semantics of the document, and

has been added for completeness.

{

"analysis": [{

"@id": "SmileAnalysis",

"@type": "marl:SentimentAnalysis",

"marl:algorithm": "AverageSmiles"

}, {

"@id": "CaptionAnalysis",

"@type": "marl:SentimentAnalysis",

"marl:algorithm": "NaiveBayes"

}, {

"@id": "CommentAnalysis",

"@type": "marl:SentimentAnalysis",

"marl:algorithm": "NaiveBayes"

}],

"entries": [{

"@id": "http://youtu.be/W07PoKUD-Yk",

"@type": [

"nifmedia:MediaFragmentsString",

"nif:Context"],

"nif:isString": "<FULL Transcript>",

"opinions": [{

"@id": "_:OpinionS01",

"marl:hasPolarity": "marl:Positive",

"marl:polarityValue": 0.5,

"prov:generatedBy": "SmileAnalysis"

}],

"sioc:hasReply": "http://

→֒ www.youtube.com/comment?lc=<

→֒ CommentID>",

"strings": [{

"@id": "http://youtu.be/W07PoKUD-Yk#t=

→֒ 108,110",

"@type": "nifmedia:

→֒ MediaFragmentsString",

"nif:anchorOf": "Family budgets under

→֒ pressure",

"opinions": [{

"@id": "_:OpinionT01",

"marl:hasPolarity": "marl:Negative",

"marl:polarityValue": -0.3058,

"prov:generatedBy": "CaptionAnalysis"

}]

}]

}, {

"@id": "http://www.youtube.com/comment?

→֒ lc=<CommentID>",

"@type": [

"nif:Context", "nif:RFC5147String" ],

"nif:isString": "He is well spoken",

"opinions": [{

"@id": "OpinionC01",

"marl:hasPolarity": "marl:Positive",

"marl:polarityValue": 1,

"prov:generatedBy": "CommentAnalysis"

}]

}]

}

Listing 5: Service results are annotated on the

fragment level with sentiment and any other

property in NIF such as POS tags or entities.

{

"marl": "http://www.gsi.dit.upm.es/

→֒ ontologies/marl/ns#",

"nif": "http://persistence.uni-

→֒ leipzig.org/nlp2rdf/ontologies/

→֒ nif-core#",

"onyx": "http://www.gsi.dit.upm.es/

→֒ ontologies/onyx/ns#",

"nifmedia": "http://www.gsi.dit.upm.es/

→֒ ontologies/nif/ns#",

"analysis": {

"@id": "prov:wasInformedBy"

},

"opinions": {

"@container": "@list",

"@id": "marl:hasOpinion",

"@type": "marl:Opinion"

},

"entries": {

"@id": "prov:generated"

},

"strings": {

"@reverse": "nif:hasContext"

}

}

Listing 6: JSON-LD context for the results

necessary to give semantic meaning to the JSON

in Listing 5.

5 Application

5.1 VESA: Online HTML5 Video Annotator

The first application to use NIF annotation for sen-

timent analysis of Multimedia sources is VESA,

the Video Emotion and Sentiment Analysis tool.

VESA is both a tool to run sentiment analy-

sis of online videos, and a visualisation tool

which shows the evolution of sentiment informa-

tion and the transcript as the video is playing, us-

ing HTML5 widgets. The visualisation tool can

run the analysis in real time (live analysis) or use

previously stored results.

The live analysis generates transcriptions using

the built-in Web Speech API in Google Chrome2

while the video plays in the background. To im-

prove the performance and accuracy of the tran-

scription process, the audio is chunked in sen-

tences (delimited by a silence). Then, each chunk

is sent to a sentiment analysis service. As of this

writing, users can choose sentiment analysis in

Spanish or English, in a general or a financial do-

main, using different dictionaries.

The evolution of sentiment within the video is

shown as a graph below the video in Figure 2. The

2https://www.google.com/intl/en/

chrome/demos/speech.html
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full transcript of the video allows users to check

the accuracy of the transcription service.

The results from the service can be stored in a

database, and can be later replayed. We also de-

veloped a Widget version of the annotator that can

be embedded in other websites, and integrated in

widget frameworks like Sefarad3.

The project is completely open source and can

be downloaded from its Github repository4.

Figure 2: The graph shows the detected sentiment

in the video over time, while the video keeps play-

ing.

5.2 Semantic multimodal queries

This section demonstrates how it would be pos-

sible to integrate sentiment analysis of different

modes using SPARQL. In particular, it covers two

scenarios: fusion of results from different modes,

and detection of complex patterns using informa-

tion from several modes.

As discussed in Section 6, SPARQL has some

limitations when it comes to querying media frag-

ments. There are extensions to SPARQL that over-

come those limitations. However, for the sake of

clarity, this section will avoid those extensions. In-

stead, the examples assume that the original media

is chunked equally for every mode. Every chunk

represents a media fragment, which may contain

an opinion.

3http://github.com/gsi-upm/Sefarad
4https://github.com/gsi-upm/

video-sentiment-analysis

When different modes yield different senti-

ments or emotions, it is usually desirable to inte-

grate all the results into a single one. The query

in Listing 7 shows how to retrieve all the opinions

for each chunk. These results can be fed to a fu-

sion algorithm.

SELECT ?frag ?algo ?opinion ?pol WHERE {

?frag a nifmedia:MediaFragmentsString;

marl:hasOpinion ?opinion.

?opinion marl:hasPolarity ?pol.

?algo prov:generated ?opinion.

}

Listing 7: Gathering all the opinions detected in a

video.

Another possibility is that the discrepancies be-

tween different modes reveal useful information.

For instance, using a cheerful tone of voice for a

negative text may indicate sarcasm or untruthful-

ness. Listing 8 shows an example of how to detect

such discrepancies. Note that it uses both opinions

and emotions at the same time.

SELECT ?frag WHERE {

?frag a nifmedia:MediaFragmentsString;

marl:hasOpinion ?opinion;

onyx:hasEmotion ?emo.

?opinion prov:wasGeneratedBy

_:TextAnalysis;

marl:hasPolarity marl:

Negative.

?emo prov:wasGeneratedBy

_:AudioAnalysis;

onyx:hasEmotionCategory wna:

Cheerfulness.

}

Listing 8: Detecting negative text narrated with a

cheerful tone of voice.

6 Related work

Semedi research group proposes the use of se-

mantic web technologies for video fragment an-

notation (Morbidoni et al., 2011) and affective

states based on the HEO (Grassi et al., 2011) on-

tology. They propose the use of standards, such

as XPointer (Paul Grosso and Walsh, 2003) and

Media Fragment URI (Troncy et al., 2012) for

defining URIs for text and multimedia, respec-

tively, as well as the Open Annotation Ontol-

ogy (Robert Sanderson and de Sompel, 2013) for

expressing the annotations. Their approach is sim-

ilar to the one we have proposed, based on web

standards and linked data to express emotion an-

notations. Our proposal has been aligned with the

latest available specifications, which have been ex-

tended as presented in this article.
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On the other hand, a better integration between

multimedia and the linked data toolbox would be

necessary. Working with multimedia fragments in

plain SPARQL is not an easy task. More specifi-

cally, it is the relationship between fragments that

complicates it, e.g. finding overlaps or contiguous

segments. An extension to SPARQL by Kurz et

al. (Kurz et al., 2014), SPARQL-MM, introduces

convenient methods that allow these operations in

a concise way.

7 Conclusions and future work

We have introduced the conceptual tools to de-

scribe sentiment and emotion analysis results in a

semantic format, not only from textual sources but

also multimedia.

Despite being primarily oriented towards anal-

ysis of texts extracted from multimedia sources,

this approach can be used to apply other kinds of

analysis, in a way similar to how NIF integrates

results from different tools. However, more effort

needs to be put into exploring different use cases

and how they can be integrated in our extension

of NIF for sentiment analysis in multimedia. This

work will be done in the project MixedEmotions,

where several use cases (Brand Monitoring, Social

TV or Call Center Management) have been identi-

fied and involve multimedia analysis.

In addition, this discussion can be carried out

in the Linked Data Models for Emotion and Sen-

timent Analysis W3C Community Group 5, where

professionals and academics of the Semantic and

sentiment analysis worlds meet and discuss the ap-

plication of an interdisciplinary approach.

Regarding the video annotator, although the

current version is fully functional, it could be im-

proved in several ways. The main limitation is

that its live analysis relies on the Web Speech API,

and needs user interaction to set specific audio set-

tings. We are studying other fully client-side ap-

proaches.
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his support and inspiring demo “Popcorn.js Senti-

ment Tracker”.

References

Reto Bachmann-Gmür. 2013. Instant Apache Stanbol.
Packt Publisher.

Paul Buitelaar, Philipp Cimiano, John McCrae, Elena
Montiel-Ponsoda, and Thierry Declerck. 2011. On-
tology lexicalisation: The lemon perspective. In
Workshop at 9th International Conference on Termi-
nology and Artificial Intelligence (TIA 2011), pages
33–36.

Paul Buitelaar, Mihael Arcan, Carlos A Iglesias, J Fer-
nando Sánchez-Rada, and Carlo Strapparava. 2013.
Linguistic linked data for sentiment analysis. In
2nd Workshop on Linked Data in Linguistics (LDL-
2013): Representing and linking lexicons, termi-
nologies and other language data, Pisa, Italy.

Christian Chiarcos. 2012. Ontologies of linguistic an-
notation: Survey and perspectives. In LREC, pages
303–310.

Paolo Ciccarese, Marco Ocana, Leyla Jael Garcia-
Castro, Sudeshna Das, and Tim Clark. 2011. An
open annotation ontology for science on web 3.0. J.
Biomedical Semantics, 2(S-2):S4.

Marco Grassi, Christian Morbidoni, and Francesco
Piazza. 2011. Towards semantic multimodal
video annotation. In Toward Autonomous, Adaptive,
and Context-Aware Multimodal Interfaces. Theo-
retical and Practical Issues, volume 6456 of Lec-
ture Notes in Computer Science, pages 305–316.
Springer Berlin Heidelberg.

Bernhard Haslhofer, Rainer Simon, Robert Sanderson,
and Herbert Van de Sompel. 2011. The open anno-
tation collaboration (oac) model. In Multimedia on
the Web (MMWeb), 2011 Workshop on, pages 5–9.
IEEE.

Michael Hausenblas. 2007. Multimedia vocabularies
on the semantic web. Technical report, World Wide
Web (W3C).

Sebastian Hellmann, Jens Lehmann, Sören Auer, and
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3.1.5 EUROSENTIMENT: Linked Data Sentiment Analysis
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Volume 1272
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Online http://ceur-ws.org/Vol-1272/paper_116.pdf

Abstract Sentiment and Emotion Analysis strongly depend on quality language resources, especially sen-

timent dictionaries. These resources are usually scattered, heterogeneous and limited to specific

domains of application by simple algorithms. The EUROSENTIMENT project addresses these

issues by 1) developing a common language resource representation model for sentiment analysis,

and APIs for sentiment analysis services based on established Linked Data formats (lemon, Marl,

NIF and ONYX) 2) by creating a Language Resource Pool (a.k.a. LRP) that makes available

to the community existing scattered language resources and services for sentiment analysis in an

interoperable way. In this paper we describe the available language resources and services in the

LRP and some sample applications that can be developed on top of the EUROSENTIMENT LRP.
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Abstract. Sentiment and Emotion Analysis strongly depend on quality
language resources, especially sentiment dictionaries. These resources are
usually scattered, heterogeneous and limited to specific domains of appli-
cation by simple algorithms. The EUROSENTIMENT project addresses
these issues by 1) developing a common language resource representation
model for sentiment analysis, and APIs for sentiment analysis services
based on established Linked Data formats (lemon, Marl, NIF and ONYX)
2) by creating a Language Resource Pool (a.k.a. LRP) that makes avail-
able to the community existing scattered language resources and services
for sentiment analysis in an interoperable way. In this paper we describe
the available language resources and services in the LRP and some sam-
ple applications that can be developed on top of the EUROSENTIMENT
LRP.

Keywords: Language Resources, Sentiment Analysis, Emotion Analy-
sis, Linked Data, Ontologies

1 Introduction

This paper reports our ongoing work in the European R&D project EUROSEN-
TIMENT, where we have created a multilingual Language Resource Pool (LRP)
for Sentiment Analysis based on a Linked Data approach for modelling linguistic
resources.

Sentiment Analysis requires language resources such as dictionaries that pro-
vide a sentiment or emotion value to each word. Just as words have different
meanings in different domains, the associated sentiment or emotion also varies.
Hence, every domain has its own dictionary. The information about what each
domain represents or how the entries for each domain are related is usually un-
documented or implied by the name of each dictionary. Moreover, it is common
that dictionaries from different providers use different representation formats.
Thus, it is very difficult to use different dictionaries at the same time.
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In order to overcome these limitations, we have defined a Linked Data Model
for Sentiment and Emotion Analysis, which is based on the combination of sev-
eral vocabularies: the NLP Interchange Format (NIF) [1], to represent informa-
tion about texts, referencing text in the web with unique URIs; the Lexicon
Model for Ontologies (lemon) [2], to provide lexical information, and differen-
tiate between different domains and senses of a word; Marl [5], to link lexical
entries or senses with a sentiment; and Onyx [3], that adds emotive information.

The use of a semantic format not only eliminates the interoperability issue,
but it also makes information from other Linked Data sources available for the
sentiment analysis process. The EUROSENTIMENT LRP generates language
resources from legacy corpora, linking them with other Linked Data sources, and
shares this enriched version with other users.

In addition to language resources, the pool also offers access to sentiment
analysis services with a unified interface and data format. This interface builds on
the NIF Public API, adding several extra parameters that are used in Sentiment
Analysis. Results are formatted using JSON-LD and the same vocabularies as
for language resources. The NIF-compatible API allows for the aggregation of
results from different sources.

The project documentation3 contains further information about the EU-
ROSENTIMENT format, APIs and tools.

2 Language Resources

The EUROSENTIMENT LRP contains a set of language resources (lexicons and
corpora). The available EUROSENTIMENT language resources can be found
here.4 The user can see the domain and the language of each language resource.
At the moment the LRP contains resources for electronics and hotel domains in
six languages (Catalan, English, Spanish, French, Italian and Portuguese) and
we are currently working on adding more language resources from other domains
like telco, movies, food and music. Table 1 shows the number of reviews in each
available corpus and the number of lexical entries in each available lexicon.

A detailed description of the methodology for creating the domain-specific
sentiment lexicons and corpora to be added in the EUROSENTIMENT LRP
was presented at LREC 2014 [4].

The EUROSENTIMENT demonstrator5 shows how users can benefit from
the LRP, including an interactive SPARQL query editor to access the resources
and a faceted browser.

3 Sentiment Services

In addition to a model for language resources, EUROSENTIMENT also provides
an API for sentiment and emotion analysis services. Several already existing ser-

3 http://eurosentiment.readthedocs.org
4 http://portal.eurosentiment.eu/home_resources
5 http://eurosentiment.eu/demo
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Lexicons

Language Domains #Entities

German General 107417
English Hotel,Electronics 8660
Spanish Hotel,Electronics 1041
Catalan Hotel,Electronics 1358
Portuguese Hotel,Electronics 1387
French Hotel,Electronics 651

Corpora

Language Domains #Entities

English Hotel,Electronics 22373
Spanish Hotel,Electronics 18191
Catalan Hotel,Electronics 4707
Portuguese Hotel,Electronics 6244
French Electronics 22841

Table 1. Summary of the resources in the LRP

vices in different languages have been adapted to expose this API. Any user can
benefit from these services, which are conveniently listed in the EUROSENTI-
MENT portal. At the moment, the following services are provided in several
languages: language detection, domain detection, sentiment and emotion detec-
tion, and text analysis.

Fig. 1. The LRP provides a list of available services

4 Applications Using the LRP

To demonstrate the capabilities of the EUROSENTIMENT LRP, we open-
sourced the code of several applications that make use of the services and re-
sources of the EUROSENTIMENT LRP. The applications are written in dif-
ferent programming languages and are thoroughly documented. Using these ap-
plications as a template, it is straightforward to immediately start consuming
the services and resources. The code can be found on the EUROSENTIMENT
Github repositories.6

6 http://github.com/eurosentiment
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Fig. 2. Simple service that uses the resources in EUROSENTIMENT to analyse opin-
ions in different languages and domains
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3.1.6 Linguistic Linked Data for Sentiment Analysis
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Abstract In this paper we describe the specification of a model for the semantically interoperable represen-

tation of language resources for sentiment analysis. The model integrates ‘lemon’, an RDF-based

model for the specification of ontology-lexica (Buitelaar et al. 2009), which is used increasingly for

the representation of language resources as Linked Data, with ’Marl’, an RDF-based model for the

representation of sentiment annotations (Westerski et al., 2011; Sánchez-Rada et al., 2013).
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1 Introduction

In this paper we describe the specification of a

model for the semantically interoperable represen-

tation of language resources for sentiment analysis.

The  model  integrates ‘lemon’,  an  RDF-based

model  for  the  specification  of  ontology-lexica

(Buitelaar et al. 2009), which is used increasingly

for  the  representation  of  language  resources  as

Linked Data, with 'Marl', an RDF-based model for

the representation of sentiment annotations (West-

erski et al., 2011; Sánchez-Rada et al., 2013).

In  the  EuroSentiment  project,  the  lemon/Marl

model will  be used to represent  lexical resources

for sentiment and emotion analysis such as Senti-

WordNet  (Baccianella  et  al.  2010) and  WordNet

Affect1 (Strapparava and Valitutti 2004), as well as

other language resources such as sentiment anno-

tated corpora, in a semantically interoperable way,

using Linked data principles. 

The  representation  of  WordNet  resources in

lemon depends on a straightforward conversion of

the WordNet data model, but importantly we intro-

duce the use of URIs to uniquely and formally de-

fine structure and content of this WordNet based

language resource. URIs are adopted from existing

Linked Data resources, thereby further enhancing

semantic  interoperability.  We  further  integrate  a

notion of domains into this representation in order

to enable domain-specific definition of polarity for

each lexical item. 

The lemon model allows for the representation

of all aspects of lexical information, including lexi-

cal  sense  (word  meaning)  and  polarity,  but  also

morphosyntactic  features  such  as  part-of-speech,

inflection, etc. This kind of information is not pro-

vided  by  WordNet  Affect  but  will  be  available

from  other  language  resources,  including  those

available  at  EuroSentiment  partners  that  can  be

1 http://wndomains.fbk.eu/wnaffect.html 

easily integrated with the WordNet Affect informa-

tion using lemon. 

The  representation  of  sentiment  polarity  uses

concepts from Marl.

2 Motivation

Sentiment analysis is now an established field of

research and a growing industry (Po et al. 2008).

However, language resources for sentiment analy-

sis are being developed by individual companies or

research organisations and are normally not shared,

with the exception of a few publicly available re-

sources such as WordNet Affect  and SentiWord-

Net.  Domain-specific  resources  for  multiple  lan-

guages  are  potentially  valuable  but  not  shared,

sometimes  due  to  IP  and  licence considerations,

but  often because  of technical  reasons,  including

interoperability.

In  the  EuroSentiment  project  we  envision  in-

stead a pool of semantically interoperable language

resources  for  sentiment  analysis,  including  do-

main-specific lexicons and annotated corpora. Sen-

timent analysis applications will be able to: access

domain-specific polarity scores for individual lexi-

cal  items  in  the  context  of  semantically  defined

sentiment lexicons and corpora, or access and inte-

grate complete language resources. Access may be

restricted according to commercial considerations,

with payment schedules in place,  or may be par-

tially free. A semantic service access layer will be

put in place for this purpose.

3 The lemon Model

The lexicon model for ontologies (lemon) builds

on previous work on standards for the representa-

tion of lexical resources, i.e., the Lexical Markup

Framework (LMF2) but extends the underlying for-

mal model and provides a native integration of lex-

ica with domain ontologies.  The lemon model is

2http://www.lexicalmarkupframework.org/   
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described in detail in the lemon cookbook (McCrae

et  al.  2010).  Here  we provide  a  summary  of  its

most  prominent  features,  starting with  the lemon

core, which is organized around a core path as fol-

lows:

• Ontology Entity: URI of an ontology element to

which a Lexical Form points, providing a possible

linguistic realisation for that Ontology Entity

• Lexical  Sense:  functional  object  that  links  a

Lexical Entry to an Ontology Entity, providing a

sense-disambiguated interpretation of that Lexical

Entry

• Lexical  Entry:  morpho-syntactic  normalisation

of one or more Lexical Form

• Lexical  Form:  morpho-syntactic  variant  of  a

Lexical Entry, including inflection, declination and

syntactic variation

• Representation:  standard  written  or  phonetic

representation for a Lexical Form

In addition, lemon has a number of modules that

allow  for  further  modelling.  Currently  defined

modules  are:  linguistic  description,  phrase  struc-

ture, morphology, syntax and mapping, variation.

The  linguistic  description  module  is  concerned

with the use of ISOcat data categories for describ-

ing  lemon  elements.  Although  lemon  itself  is  a

meta-model and therefore agnostic as regards the

specific data category set used, we use a specific

set of data categories in particular instances of the

lemon  model,  such  as  LexInfo  (Cimiano  et  al.

2011).

The phrase structure module  is concerned with

the modelling of lexical  entries that  are syntacti-

cally  complex,  such as  phrases  and clauses.  The

module provides tokenisation and phrase structure

analysis  to  enable  representation  of  the  syntactic

structure of such lexical entries.

The morphology module  is  concerned with the

analysis and representation of inflectional and ag-

glutinative  morphology.  The  module  allows  the

specification of regular inflections of words by use

of Perl-like regular expressions, which greatly sim-

plifies the creation of lexical entries for highly syn-

thetic and inflectional languages.

The  syntax  and  mapping  module is  concerned

with a description of lexical ’predicates’ (subcate-

gorisation  frames  with  syntactic  arguments)  and

semantic predicates (properties with subject/object)

on  the  ontology  side  and  the  mapping  between

them. The module allows a mapping to be speci-

fied as a one-to-one correspondence.

The variation  module is  concerned with  a  de-

scription of the relationships between the elements

of  a  lemon  lexicon,  which  are  split  into  three

classes:  sense  relations,  lexical  variations,  form

variations. Sense relations require a semantic con-

text, such as translation. Lexical variations require

a  morphosyntactic  context,  such  as  plural.  Form

variations are all  other variations, such as homo-

graphs.

An interesting aspect  of lemon-based ontology

lexicalisation is the use of URIs for uniquely iden-

tifying all objects defined by the lemon model (lex-

icons, lexical entries, words, phrases, forms, vari-

ants, senses, references, etc.), which can be linked

and maintained in a flexible, modular and distrib-

uted way. The lemon model can therefore contrib-

ute  significantly  to  the  development  of  Lexical

Linked Data (McCrae et al. 2011, Nuzzolese et al.

2011,  McCrae  et  al.  2012),  which  in  turn  will

greatly  enhance  distributed  development,  ex-

change, maintenance and use of lexical resources

as well as of ontologies as they will be increasingly

tightly integrated with lexical knowledge.

In the context of the EuroSentiment project we

will exploit the lemon model exactly for this pur-

pose:  representing  language  resources  for  senti-

ment  analysis  in  a  Linked  Data  conform  way

(RDF-native form),  enabling leverage of  existing

Semantic Web technologies (SPARQL, OWL, RIF

etc.).

4 The Marl Sentiment Ontology    

Marl is an ontology for annotating sentiment ex-

pressions,  which  will  be  used  by  the  EuroSenti-

ment service layer to describe the output of senti-

ment analysis services as well as by the resource

layer to describe the sentiment properties of lexical

entries.  For  this  latter  purpose  in  particular,  the

Marl ontology is used in combination with lemon

as illustrated above.

The Marl ontology is a vocabulary designed for

annotation and description of  subjective opinions

expressed in text. The goals of the Marl ontology

are to:

• enable publishing raw data about opinions and

the sentiments expressed in them

• deliver schema that will allow to compare opin-

ions coming from different systems (polarity, top-

ics and features)
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• interconnect  opinions by linking them to con-

textual  information expressed from other popular

ontologies or specialised domain ontologies.

The Marl ontology has been extended according

to the needs of the EuroSentiment project. In par-

ticular, the main extension has been its alignment

with the PROV-O Ontology (Lebo, 2013) in order

to  support  provenance  modelling.  The  PROV-O

ontology is part of the PROV Family (Groth, 2012;

Gil, 2012) that provides support for modelling and

interchange of provenance on the Web and Infor-

mation Systems.

Provenance is information about entities, activi-

ties and people involved in producing a piece of

data or thing, which can be used to form assess-

ment about its quality, reliability and trustworthi-

ness. The main concepts of PROV are entities, ac-

tivities and agents. Entities are physical or digital

assets, such as web pages, spell checkers or, in our

case, dictionaries or analysis services. Provenance

records describe the provenance of entities, and an

entity's provenance can refer to other entities. For

example,  a  dictionary  is  an  entity  whose  prove-

nance refers to other entities such as lexical entries.

Activities are how entities come into existence. For

example,  starting  from a  web  page,  a  sentiment

analysis activity creates an opinion entity describ-

ing the extracted opinions from that web page. Fi-

nally, agents are responsible for the activities and

can be a person, a piece of software, an organisa-

tion or other entities. The Marl ontology has been

aligned  with  the  PROV ontology  so  that  prove-

nance  of  language  resources  can  be  tracked  and

shared.

Sentiment Analysis is an Activity that analyses a

Source  text  according  to  an  algorithm  and  pro-

duces an opinion about the entities described in the

source  text.  The  main  features  of  the  extracted

opinion are the polarity (positive, neutral or nega-

tive), the polarity value or strength whose range is

defined between a min and max value, and the de-

scribed entity and feature of that opinion. Opinions

can also be aggregated opinions of a set of users.

For a better understanding of the ontology itself,

we present below the main classes and properties

that form the ontology:

• Opinion:  a  subclass  of  the  Provenance  Entity

that represents the results of a Sentiment Analysis

process. Among its classes we find:

• describesObject: property that points to the ob-

ject the opinion refers to.

• describesObjectPart:  optional  property,  used

whenever the opinion specifies the part of the ob-

ject it refers to, not only the general object.

• describesObjectFeature: aspect of the object or

part that the user is giving an opinion of.

• hasPolarity: polarity of the opinion itself, to be

chosen from the available Opinion individuals.

• polarityValue:  degree of the polarity.  In other

words, it represents how strong the opinion (inde-

pendently of the polarity) is.

• algorithmConfidence:  rating the analysis algo-

rithm has given to this particular result. Can be in-

terpreted as the accuracy or trustworthiness of the

information

• extractedFrom: original source text or resource

from which the opinion was extracted.

• opinionText: part of the source that was used in

the  sentiment  analysis.  That  is,  the  part  of  the

source that contained sentiment information.

• domain: context domain of the result. The same

source can be analysed in different domains, which

would lead to different results.

• AggregatedOpinion: when several opinions are

equivalent, we can opt to aggregate them into an

“AggregatedOpinion”,  which  in  addition  to  the

properties  we  already  covered,  it  presents  these

properties:

• opinionCount:  the  number  of  individual  opin-

ions this AggregatedOpinion represents.

• Polarity: base class to represent the polarity of

the opinion. In every opinion, we will use an in-

stance of this class. The base Marl ontology comes

with three instances: Positive, Negative, Neutral

• SentimentAnalysis: in Marl, the process of sen-

timent  analysis  is  also  represented  semantically,

which  allows us  to  understand  the  opinion  data,

trace it and keep several results by different algo-

rithms, linking all of them to the process that cre-

ated them. The main properties of each Sentiment-

Analysis class  are:  minPolarityValue:  lower limit

for polarity values in the opinions extracted via this

analysis  activity;  maxPolarityValue:  upper  limit

for polarity values in the opinions extracted via this

analysis activity.

• Algorithm: algorithm that was used in the anal-

ysis. Useful to group opinions by extraction algo-

rithm and compare them.

• source: site or source from which the opinion

was extracted.  There are two reasons behind this

property:  grouping by  opinion source  (e.g.  opin-
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ions  from  IMDB)  and  treating  and  interpreting

opinions from the same source in the same manner.

An example application of the Marl ontology for

a sentiment  analysis service is shown  in the Ap-

pendix. It is split in two: a view of the representa-

tion of the analysis (Fig 1), and a representation of

the result (Fig 2).

5 Representation of WordNet Affect

In  this  section  we  describe  how language  re-

sources  based  on  the  Princeton  WordNet  model

(Miller 1995) such as WordNet Affect can be rep-

resented using lemon. 

WordNet Affect is an extension of the WordNet

database, including a subset of synsets suitable to

represent  affective  concepts.  Similarly  to  the  ex-

tension related to domain labels, one or more af-

fective labels (a-labels) are assigned to a number of

WordNet synsets. In particular, the affective con-

cepts representing emotional state are individuated

by synsets marked with the a-label ‘emotion’. The

emotional  categories  are  hierarchically  organized

in order to specialize synsets with a-label emotion

and to distinguish synsets according to emotional

valence. There are also other a-labels for concepts

representing moods,  situations eliciting emotions,

or emotional responses3.

Unique and independently established URIs for

WordNet synsets allow for a distributed represen-

tation that enable Semantic Web based linking be-

tween and integration of WordNet based as well as

other  language  resources.  We  illustrate  this  here

with an example from WordNet Affect, using Eng-

lish based WordNet 3.0 URIs as defined by the Eu-

ropeana project.

Consider the following example for the English

noun ‘fear’ in WordNet and equivalent Italian syn-

onyms  taken  from the  Italian  WordNet  (i.e.  this

holds for any English aligned Wordnet) in Word-

Net Affect:

Princeton WordNet:

n#05590260 12 n 03 fear 0 fearfulness 0 fright 0
017 @ 05560878 n 0000 !  05595229 n 0101 =
00080744 a 0000 = 00084648 a 0000 ~ 05590744
n 0000 ~ 05590900 n 0000 ~ 05591021 n 0000 ~
05591212 n 0000 ~ 05591290 n 0000 ~ 05591377
n 0000 ~ 05591481 n 0000 ~ 05591591 n 0000 ~

3 A SKOS version of WordNet Affect is available from 

http://gsi.dit.upm.es/ontologies/wnaffect/ 

05591681 n 0000 ~ 05591792 n 0000 ~ 05592739
n 0000 ~ 05593389 n 0000 %p 10337259 n 0000 |
an  emotion  experienced  in  anticipation  of  some
specific pain or danger (usually accompanied by a
desire to flee or fight)

WordNet Affect:

n#05590260 fifa paura spavento terrore timore | 
"una emozione che si prova prima di qualche 
specifico dolore o pericolo"
n#05590260 affective-label="negative-fear"
n#05590260 domain-label="Psychological_Fea-
tures"

lemon transformation & integration:

Using lemon we can represent and integrate in-

formation on the Italian synonyms,  their  links to

the English based synset using Princeton WordNet

URIs,  and  sentiment  properties  using  Marl.  Do-

main  properties  will  be  based  on  WordNet  Do-

mains4. The example illustrates the positive polar-

ity of ‘fear’ in English (and ‘fifa, paura, spavento,

terrore’ in Italian) in the context of ‘horror movies’

and  negative  polarity  in  the  context  of  ‘children

movies’.

Declaration  of  namespaces  used  –  wn declares

WordNet  3.0  synsets,  lemon declares  the  core

lemon  lexicon  model,  lexinfo declares  specific

properties for part-of-speech etc.,  wd declares do-

main  categories,  marl declares  sentiment  proper-

ties:

@prefix wn: 
<http://semanticweb.cs.vu.nl/europeana/lod/purl/vo-
cabularies/princeton/wn30/> .
@prefix lemon: <http://www.monnet-
project.eu/lemon#> .
@prefix lexinfo: 
<http://www.lexinfo.net/ontology/2.0/lexinfo#> .
@prefix wd: <http://www.eurosentiment.eu/wndo-
mains/> .
@prefix marl: <http://purl.org/marl/ns#> .

Declaration of lexicon identifier, language and lex-

ical entries:

:lexicon a lemon:Lexicon ;
    lemon:language "it" ;
    lemon:entry :fifa,

:paura,
:spavento,
:terrore.

4 http://wndomains.fbk.eu/ 
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Declaration  of  lemma,  sense  (link  to  synset  in

WordNet  3.0,  polarity  and  domain  context)  and

part-of-speech of ‘fifa’:

:fifa a lemon:Lexicalentry ;
  lemon:canonicalForm [ lemon:writtenRep 
"fifa"@it ] ;
  lemon:sense [ lemon:reference wn:synset-fear-noun-1;

marl:polarityValue 0.375 ;
marl:hasPolarity marl:positive ;
lemon:context wd:horror_movies ] ;

  lemon:sense [ lemon:reference wn:synset-fear-noun-1;
 marl:polarityValue 0.375 ;
 marl:hasPolarity marl:negative ;
 lemon:context wd:children_movies ];

  lexinfo:partOfSpeech lexinfo:noun .

Declarations  of  lemma  and  part-of-speech  of

‘paura, spavento, terrore, timore’:

:paura a lemon:Lexicalentry ;
   lemon:canonicalForm [ lemon:writtenRep 

"paura"@it ] ;
   lexinfo:partOfSpeech lexinfo:noun .

:spavento a lemon:Lexicalentry ;
   lemon:canonicalForm [ lemon:writtenRep 

"spavento"@it ] ;
   lexinfo:partOfSpeech lexinfo:noun .

:terrore a lemon:Lexicalentry ;
   lemon:canonicalForm [ lemon:writtenRep 

"terrore"@it ] ;
   lexinfo:partOfSpeech lexinfo:noun .

:timore a lemon:Lexicalentry ;
   lemon:canonicalForm [ lemon:writtenRep 

"timore"@it ] ;
   lexinfo:partOfSpeech lexinfo:noun .

Declarations of sense equivalence (synonymy) of

‘paura, spavento, terrore, timore’ with ‘fifa’:

:paura a lemon:LexicalSense ;
lemon:equivalent :fifa.

:spavento a lemon:LexicalSense ;
lemon:equivalent :fifa.

:terrore a lemon:LexicalSense ;
lemon:equivalent :fifa.

:timore a lemon:LexicalSense ;
lemon:equivalent :fifa.. 

6 Representation  of  Lexical  and  Senti-

ment Features

The examples discussed in the previous section

showed the representation of WordNet based lan-

guage resources with lemon. However also many

other types of language resources exist, including

sentiment dictionaries maintained by the EuroSen-

timent use case partners that define domain words

with  their  polarity  scores  as  well  as  inflectional

variants, part-of-speech, etc. We can also represent

such  language  resources  using  lemon  combined

with Marl, thereby making them interoperable with

the lemon version of WordNet  Affect  as well  as

other lemon based language resources.

Consider the following example for the German

noun  ‘Einschlag’  (‘impact’)  with  lexical  features

(inflection, part-of-speech) and polarity score:

Einschlag    Einschlag NN negative -/-0.0048/- L
Einschlages Einschlag NN negative -/-0.0048/- L
Einschlags   Einschlag NN negative -/-0.0048/- L
Einschläge   Einschlag NN negative -/-0.0048/- L
Einschlägen Einschlag NN negative -/-0.0048/- L

Using lemon and Marl we can represent this and

integrate it with additional information as follows:

Declaration  of  namespaces  used  –  wn declares

WordNet  3.0  synsets,  lemon declares  the  core

lemon  lexicon  model,  isocat declares  specific

properties for part-of-speech etc. (isocat is part of

the  lexinfo model used in the previous example),

marl declares sentiment properties:

@prefix wn: 
<http://semanticweb.cs.vu.nl/europeana/lod/purl/vo-
cabularies/princeton/wn30/> .
@prefix lemon: <http://www.monnet-
project.eu/lemon#> .
@prefix isocat: <https://catalog.clarin.eu/isocat/inter-
face/index.html> .
@prefix marl: 
<http://gsi.dit.upm.es/ontologies/marl/ns#> .

Declaration of lexicon identifier, language and lex-

ical entry:

:lexicon a lemon:Lexicon ;
    lemon:language "de" ;
    lemon:entry :Einschlag.

Declaration  of  lemma,  sense  (link  to  synset  in

WordNet  3.0,  polarity),  alternate  forms  (inflec-

tional  variants  with  features),  part-of-speech  and

sentiment polarity:

:Einschlag
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    lemon:canonicalForm [ 
       lemon:writtenRep "Einschlag"@de ;

isocat:DC-1297 isocat:DC-1883 ;
# gender=masculine
isocat:DC-1298 isocat:DC-1387 ;
# number=singular
isocat:DC-2720 isocat:DC-1331 ] ;
# case=nominative

       lemon:sense [ lemon:reference 
wn:synset-impact-noun-1;
marl:polarityValue 0.0048;
 marl:hasPolarity marl:negative ] ;

       lemon:altForm 
          [ lemon:writtenRep "Einschlages"@de ;

isocat:DC-1297 isocat:DC-1883 ;
# gender=masculine
isocat:DC-1298 isocat:DC-1387 ;
# number=singular
isocat:DC-2720 isocat:DC-1293 ] ;
# case=genitive

          [ lemon:writtenRep "Einschlags"@de ;
isocat:DC-1297 isocat:DC-1883 ;
# gender=masculine
isocat:DC-1298 isocat:DC-1387 ;
# number=singular
isocat:DC-2720 isocat:DC-1293 ] ;
# case=genitive

         [ lemon:writtenRep "Einschläge"@de ;
isocat:DC-1297 isocat:DC-1883 ;
# gender=masculine
isocat:DC-1298 isocat:DC-1354 ;
# number=plural
isocat:DC-2720 isocat:DC-1331 ] ;
# case=nominative

         [ lemon:writtenRep "Einschlägen"@de ;
isocat:DC-1297 isocat:DC-1883 ;
# gender=masculine
isocat:DC-1298 isocat:DC-1354 ;
# number=plural
isocat:DC-2720 isocat:DC-1265 ] ;
# case=dative

    isocat:DC-1345 isocat:DC-1333.
    # partOfSpeech=noun. 

7 Ongoing and Future Work

Sentiment Analysis aims at determining the atti-

tude of the writer to some topic (positive, negative,

neutral).  Emotion  analysis  goes  one  step  further

and aims at determining the emotional or affective

state of the writer when writing. In EuroSentiment,

we have defined two vocabularies  for annotating

sentiment  and  emotion  expressions,  called  Marl

and Onyx, respectively.  In this paper we focused

on the representation of sentiment annotations with

Marl. The definition and representation of emotion

expressions  with  Onyx is ongoing work,  with the

objective of covering different  theoretical  models

of emotions (Sánchez-Rada et al., 2013). Onyx will

support the representation and use of several emo-

tion taxonomies such as WordNet Affect  or Emo-

tionML

Our ongoing and future work is concerned  also

with the definition and implementation of a work

flow that will enable the generation of domain-spe-

cific  semantically  interoperable  lexica  for  senti-

ment analysis. The work flow will use lemon and

Marl for the representation and integration of:

• WordNet Domains information on domain(s)

• domain entity information from DBpedia and/or

other relevant semantic resources

• WordNet Affect information on synsets  (using

Onyx)

• morphosyntactic  information  (part-of-speech,

inflection, …) from other language resources in

the EuroSentiment Language Resource Pool

• SentiWordNet  scores  and/or  automatically  ex-

tracted domain sentiment scores

Given  a  particular  sentiment  analysis  task  do-

main,  the approach is based on the analysis of a

representative text collection for the purpose of en-

tity  identification,  synset  disambiguation,  mor-

phosyntactic analysis, and domain-specific polarity

value extraction.

8 Conclusions

We presented a model for the specification, inte-

gration  and  use  of  language  resources  for  senti-

ment analysis based on Linked Data principles. 

The  presented  model  is  based  directly  on  the

lemon and Marl ontologies for the representation

of Linked Data based lexical resources and senti-

ment  expressions respectively.  This  work is  now

being extended so that emotion analysis is also ad-

dressed. 

In the context of the EuroSentiment project the

combined model will be used for the integrated and

semantically interoperable representation of senti-

ment dictionaries and annotations. As a result, Eu-

roSentiment will make available lexical resources

based on this interoperable representation with the

aim of fostering the development of services using

sentiment analysis.
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Figure 1: Example of a Sentiment Analysis activity representation

Figure 2: Example Sentiment Analysis result
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Abstract. Sentiment analysis has recently gained popularity in the fi-
nancial domain thanks to its capability to predict the stock market based
on the wisdom of the crowds. Nevertheless, current sentiment indicators
are still silos that cannot be combined to get better insight about the
mood of different communities. In this article we propose a Linked Data
approach for modelling sentiment and emotions about financial entities.
We aim at integrating sentiment information from different communities
or providers, and complements existing initiatives such as FIBO. The ap-
proach has been validated in the semantic annotation of tweets of several
stocks in the Spanish stock market, including its sentiment information.

Keywords: linked data, semantic, finance, sentiment analysis, emotions

1 Introduction

The proliferation of user generated content in web sites and social networks,
such as Facebook, TripAdvisor or Twitter, has lead to an increased awareness
of the power of social networks for expressing opinions about products, services
and even disasters. These so-called social sensors enable real time indexing of
the social web with the aim of providing insight about the structure and activity
of social networks. They provide a vast array of application possibilities, from
monitoring brands or products to become early disaster warning systems [1].

In the financial field, social sensors can provide additional valuable informa-
tion that complements other sources of information used in fundamental analysis,
such as financial newspapers. In particular, sentiment analysis has been one of
the most popular technologies to measure the investment mood. The sentiment
stock market indicator has become a popular indicator that is provided together
with the classical fundamental and technical stock market indicators [2]. Several
websites provide the investor emotion index3 or their sentiment, like AII Investor

3 Market Emotion by CNN Money available at http://money.cnn.com/data/

fear-and-greed/
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Sentiment Survey4, StockMarketSensor5, or SentimentTrader6, just to name a
few.

In addition, recent research has shown that sentiment expressed in microblog-
ging sites such as Twitter can be applied to predict daily changes in stock val-
ues [3,4].

Linked Data is another valuable resource that can provide financial analysts
with an integration of available data sources in their activity [5]. Linked Data
can provide a wide array of opportunities in the financial field. As reported by
O’Riain et al. [6], depending on the information consumer needs, the integration
and augmentation of financial information can lead to a significant benefit for
financial and business analysis in tasks such as competitive analysis, fraud detec-
tion or figures comparison. It is also worth mentioning the recent trend towards
open government and eGovernment data initiatives for public sector informa-
tion, statistics data and economic indicators. The current status is promising,
with a large volume of financial and economic data sets already available. Several
researchers have shown this potential for different use cases, such as cross-lingual
query of financial and business data from multiple sources [7,8], using social me-
dia in investment decisions [9,10] or enriching corporate financial reporting [11].

The aim of this article is the application of a Linked Data approach to ex-
pressing sentiments and emotions about financial concepts, which financial ana-
lysts can use to combine opinions expressed in different social media sites.

The article is arranged as follows. Sect. 2 gives an overview of the vocabularies
we have defined for modelling sentiment and opinions as well as its interlinking
with financial vocabularies such as FIBO [12]. Sect. 3 outlines our system design.
Sect. 4 provides an overview of our experimental design and results. Sect. 5
expresses our conclusions and a brief discussion of future directions for this line
of research.

2 Modeling Sentiment and Emotions as Linked Data

This section provides insight about the potential of Linked Data for accessing,
interlinking and reasoning about business data sources. To leverage that power, it
is necessary to have a robust representation model for sentiment in the financial
context. Rather than creating an ad-hoc model, the Linked Data approach is
to look for models for each domain and connect them. In particular, we will
need a model for financial entities, a model for sentiment analysis results, and
a model for microblogging messages. The following sections review the models
(also referred to as ontologies or vocabularies) available in these domains, and
Sect. 2.3 exemplifies the use of the final integrated model.

4 AII Investor Sentiment Survey available at http://www.aaii.com/sentimentsurvey
5 Available at http://www.stockmarketsensor.com/
6 Available at http://www.sentimentrader.com/
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2.1 Linked Data in the Financial Domain

Financial Industry Business Ontology (FIBO) [12] is a collaborative industry
initiative to describe financial data standards using semantic technology. FIBO
has been authored by Enterprise Data Management (EDM) council under the
technical governance of the Object Management Group (OMG). FIBO has two
distinct aspects: a business ontology and a presentation for business readability.
FIBO is released in discrete ontologies by subject area: (i) Business Entities; (ii)
Security, Loans, Derivatives and (iii) Corporate Actions and Transactions. At the
time of this writing, only the first specification for Business Entities has been
made public. The specification identifies a taxonomy of basic entities: Human
Being, Legal Person, Organization and Legal Entity. This taxonomy is extended
with other derived entities, such as Minor, Natural Person, Artificial Person
(Company Limited by Guarantee, Legally Incorporated Partnership, Founda-
tion or Incorporated Company), Formal Organization (Trust, Partnership or
Incorporated Company) and Informal Organization. In addition, the ontology
models concepts such as control and ownership.

Financial Exchange Framework Ontology (FEF) [13] is an ontology defined
by International Financial Information Publishing (IFIP) Ltd. with the aim of
providing an enterprise-wide publication and integration standard. FEF ontology
provides support for modelling financial components and financial entities.

The FP7 FIRST Project (Large Scale Information Extraction and Integra-
tion Infrastructure for Supporting Financial Decision Making) has defined an
ontology for sentiment analysis in financial domains [9,10]. The ontology iden-
tifies Orientation Term (OT), Financial Instrument (FI) and Indicator (I) and
their relationships. In addition, the ontology conceptualises specialisations of
FI (stocks and stock indexes), economic indicators, and relationships among
them. Based on this ontology, the project FIRST has elaborated a set of ontolo-
gies for currencies, companies, financial instruments (stocks and stock indexes),
funds, financial institutions, insurance companies and banks, available at FIRST
project7.

In its simple form, a FIBO definition would be a single triple. However, FIBO
is a complete ontology that enables much more powerful assertions, as will be
shown later.

2.2 Linked Opinions and Emotions about stocks

In this section we introduce two vocabularies, Marl and Onyx, that we have de-
fined for providing a uniform vocabulary for expressing sentiments and emotions,
respectively, according to linked data principles.

Marl [14] is a standardised data schema designed to annotate and describe
subjective opinions expressed on the web or in particular Information Systems.
Its aim is to show the benefits of publishing in the open, on the Web, the results
of the opinion mining process in a structured form. On the road to achieving

7 http://first.ijs.si/firstontology/
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this, Marl attempts to answer the research question of to what extent opinion
information can be formalised in a unified way.

Marl is the result of analysing the properties that characterise opinions ex-
pressed on the web or inside various IT systems. The final set of concepts pro-
posed is shown in Fig. 1. It should be noted that opinions in Marl are meant to
be linked to an entity. Such entity can be a FIBO Corporation, as described in
the previous section. We will make use of this property in Section 2.3.

A detailed description of each particular property and an explanation of their
meaning can be found in the vocabulary’s specification 8.

Fig. 1. Marl entities

Onyx [15] is a vocabulary to represent the Emotion Analysis process and its
results, as well as annotating lexical resources for Emotion Analysis. It includes
all the necessary classes and properties to provide structured and meaningful
Emotion Analysis results, and to connect results from different providers and
applications.

At its core, the Onyx ontology has three main classes: EmotionAnalysis,
EmotionSet and Emotion. In a standard Emotion Analysis, these three classes
are related as follows: an EmotionAnalysis is run on a source (generally in the
form of text, e.g. a status update), the result is represented as one or more
EmotionSet instances that contain one or more Emotion instances.

The specification of the Onyx vocabulary 9 contains an updated description
of all its elements, with some usage examples.

8 http://www.gsi.dit.upm.es/ontologies/marl
9 http://www.gsi.dit.upm.es/ontologies/onyx
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2.3 Using Linked Data

First of all, let us review a simplified version of the integration of all the elements
that we described. To keep it as simple as possible, we will avoid any provenance
information (such as who or how analised the twit to extract the opinion) or
information about the post itself (author, date, etc.) This simplicity will not
prevent us from harnessing the potential of Linked Data.

Listing 1.1. Simple representation using FIBO

ex:myOpinion a marl:Opinion;

marl:hasPolarityValue marl:Positive;

marl:describesObject ex:GSantander;

marl:extractedFrom ex:twit1.

ex:twit1 a sioct:MicroblogPost;

sioc:content "I like testing Grupo Santander ".

ex:GSantander a fibo:IncorporatedCompany.

In this work, we have gathered thousands of posts from Twitter and stored
them in a graph using a more complex version of this schema.

In order to provide a semantic representation of tweets, we have selected
TwitLogic [16], which provides a vocabulary for tweets. The basic fields and
their relationships are mainly RDF properties and classes taken from well-known
sources like FOAF [17] or SIOC [18]. In this work we make use of FIBO to rep-
resent the entities of the financial domain. More specifically, we deal with Banks
(Incorporated Companies) that have social presence and/or are mentioned by
microblogging users. Marl and Onyx have been used for sentiment and emotion
annotation, respectively. With this model, we can query all the opinions about
a certain entity, statistics such as Positive/Negative ratio, and so on. Listing 1.3
shows an example that gets the count of positive and negative opinions about
each entity.

However, the true potential of Linked Data comes into play when we use data
from different sources. For instance, if there is another endpoint that contains
opinions gathered from Twitter or other social networks, we can query their
information seamlessly, provided they use Marl and FIBO as well.

If that example still seems uninteresting, we can also use disparate sources,
such as DBpedia. DBpedia contains general information about many entities,
which includes several corporations. To be able to query DBpedia, we just need
to link our entities to a DBpedia entity. If we take our former example, this
modification is as simple as:

Of course, this also involves named entity recognition techniques, which are
covered in Section 3.2. Once this step is done, we can issue complex queries that
answer questions such as: ”What is the general opinion about Banks in Spain?”,
or ”What is the relationship between year of incorporation and the number of
opinions in social media?”. Note that such queries could use advanced FIBO
information, such as current contracts or date of incorporation.
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Listing 1.2. Linking FIBO entities to DBpedia

ex:GSantander rdfs:seeAlso dbpedia:Santander_Group .

Listing 1.3. Query all positive opinions

PREFIX sioc: <http :// rdfs.org/sioc/ns#>

PREFIX marl: <http :// www.gsi.dit.upm.es/ontologies/marl/ns#>

SELECT ?entity

COUNT (? negative_opinion) AS ?negative_opinions

COUNT (? positive_opinion) AS ?positive_opinions

WHERE {

{

?positive_opinion marl:describesObject ?entity .

?positive_opinion marl:hasPolarity marl:Positive .

} UNION {

?negative_opinion marl:describesObject ?entity .

?negative_opinion marl:hasPolarity marl:Negative .

} } GROUP BY ?entity

3 Financial Twitter Tracker Architecture

In this section we describe the architecture of a prototype, called Financial
Twitter Tracker, that we have developed for tracking the sentiment evolution
of financial entities in Twitter. The core of the system is a semantic pipeline,
described below, where tweets are retrieved and analysed. As a result, tweets
are semantically annotated as stored in the semantic store Linked Media Frame-
work (LMF) [19]. LMF also provides indexing capabilities based on Solr [20]
full text indexing scalable solution. Finally a linked data visualisation frame-
work called Sefarad10 has been used in order to provide business analysts with
a dashboard that assists them in their business decisions, as shown in Fig. 3.

The semantic pipeline for sentiment analysis consists of three tasks. First, the
system connects to the Twitter API (Sect. 3.1) and retrieves tweets that match
a list of predefined keywords. Then, a semantic analysis (Sect. 3.2 is carried out.
Finally the sentiment analysis is done (Sect. 3.3).

3.1 Tweet retrieval

For the purpose of obtaining tweets we developed a wrapper over the services
offered by the public Twitter API11, concretely method search bounded by dates
and keywords, which allows the retrieval of each and every tweet published within
a particular day and regarding a particular topic. Given the data set of study,
several related topics to financial world – such as banking, telecommunication,
energy, to name a few – were established. Such data sets have been split according
to different languages in order to increase performance and accuracy within the
developed “sentiment analysis”.

10 Available at http://github.com/gsi-upm/Sefarad
11 https://dev.twitter.com/docs/api/1.1/get/search/tweets

106



Fig. 2. Financial Twitter Tracker Architecture

3.2 Semantic Analysis and annotation

Data from Twitter is very heterogeneous, as it is used for different purposes
(e.g. reviews, factual data, personal comments), covering different categories
and subjects. Hence, it was necessary to carry out a categorization prior to the
data analysis itself. With such filtering in mind, the Support Vector Machine
system (SVM) was developed, taking into account the fact that it supports
high dimensional data [21] and their suitability for classifying high volume of
information using only support vectors which can be used in any distributed
system [22,23,24] offering a great capability of cohesion and adaptation for the
MapReduce paradigm. Several studies have proved that SVM provides better
results than other techniques of classifications [25]. The system mentioned above
has been trained throughout a random sampling of tweets tagged manually using
Python with scikit [26] and numpy [27].

As POS-tagging, Treetagger [28] was chosen since it provides support for sev-
eral languages. After acquiring a financial corpus for tracking a set of financial in-
stitutions, this corpus was cleaned, leaving aside irrelevant terms and stop words.
Afterwards, collocations were extracted from the most frequent terms generating
triplets with a structure domain-context-word (i.e. finance - profits - increasing).
Once established these triplets, the following stage was to manually tag them
by assigning a quantitative score to determine polarity and synset correspond-
ing to WordNet 3.0 [29][10] basis. These triplets entitle the system to register
texts providing scores thanks to the arrangements with WordNet, and leaning
on MultiWordNet [30], WN-Affect [31], WN-Domains[32] and SentiWordNet[33].
For this goal, SentiWordNet has been extended in order to reasign scores for the
finance domain. The method to enrich the lexicon stands out because its sim-
plicity in terms of configuration, granting the chance of adding new languages
easily or extending attached features (affects, domains, scores, etc.)
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Another relevant aspect about the lexicon enrichment for its later storage
and visualization was the extraction of entities by a NER based on Wikipedia,
so that information is compared to the entities published by Wikipedia in order
to work out the possible extraction from the text. Periodically the system brings
the available information up to date with the new entries published on the online
encyclopedia. Finally, that information is lined up with the financial ontology
FIBO to provide data in a standardized way in accordance with the semantic
web principles such as RDF/OWL, allowing the integration in other technical
systems that adapts the given standard. Thanks to FIBO it is possible to provide
a clear meaning - without ambiguities - for the financial terms.

3.3 Sentiment and Emotion Analysis

The last stage of the pipeline is in charge of the sentiment and emotion anal-
ysis. With a view to quantify the “sentiment” the procedure is to perform the
arithmetic mean considering all the registered values recognized in the tweet
and using simple rules like inverters (i.e. not). The emotion field can be ex-
tracted from the connection between triplets (aligned with WordNet 3.0) and
WN-Affect. The outcome stems from the analysis of each tweet which was stored
in a MongoDB NoSQL data base, which can handle high volume of information
fulfilling the big data requirements of twitter processing.

3.4 Storage and visualisation

After the processing is done, all the triples are stored in an LMF instance,
which provides SPARQL and Solr [20] endpoints. We built a generic visualisation
framework, Sefarad, that uses these endpoints to display relevant information in
any modern browser. This framework is modular and highly customisable. It
already contains several plugins that use the power of D3 12 to display the
financial information in several ways. The plugins used, their configuration and
location can be configured via an in-browser editor. One of its plugins allows the
representation of public sentiment about each entity using Chernoff faces [34].

4 Experimentation

Throughout classification and Sentiment Analysis stages stages of the afore-
mentioned pipeline, we performed experimentation with the obtained data. The
classification step has been developed with an SVM trained for the recognition
of two groups; finance and non-finance; which states whether the tweets are to
continue to the next flow level or, on the contrary, are to be discarded.

Within Machine Learning there are two main discovery methods: supervised
and unsupervised learning. In supervised learning, a series of manually tagged
data are provided for the system training. On the unsupervised setting, it is the

12 http://d3js.org/
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Fig. 3. Financial information displayed using Sefarad

system itself that directly infers patterns from the raw information. The current
project uses supervised learning: a random set of tagged tweets has been trained
by experts in finances and added to the established groups.

The model has been trained 4 times by modifying the range of information
in order to measure and test the system. The first approach makes use of 90% of
values for the training and 10% for the assessment, such proportions vary in the
second training to 80%-20%, 70%-30% for the third, and 60%-40% for the last
one [35]. Each of these cases has been tested five times in order to achieve the
harmonic mean of the model accuracy with values chosen randomly for either
experiment. The results of these experiments are summarised in Table 1.

Model training-Test 90%-10% 80%-20% 70%-30% 60%-40%

Average precision 0,940 0,9393 0,9369 0,9290

Supported Vectors 886,4548 825,4787 757,501 674,8602
Table 1. Results using different training options

From these results we observe that the bigger the quantity of information used
to train the model, the more precise is the outcome, and that value decreases as
the volume of data saved for the assessment grows. However, it is remarkable that
the more data is used to train the system, the greater is the number of supporting
vectors, and, consequently, the classifier loses computational performance.

The Sentiment Analysis phase has been tested against a set of manually
annotated corpus. The evaluation was carried out in order to measure the ef-
fectiveness. Such accuracy conforms the ability the system owns to satisfy the
feature it was developed for [36]. We have classified the results according to the
parameters in Table 2. We used these values to define a set of quality metrics as
shown in Table 2. The obtained results can be seen in Table 3.
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System
Expert

Identified Not identified

Retrieved a b

Not retrieved c d

Recall :=
a

a+ c
(1)

Precision :=
a

a+ b
(2)

Pomissions :=
c

a+ c
(3)

Pfalsepositive :=
b

b+ d
(4)

F1 := 2×
Precision×Recall

Precision+Recall
(5)

Table 2. Parameters used in the quality metrics.

Precision Recall Probability omissions Probability false positive F-Score

84’4% 63’87% 36’12% 77’04% 0.7271

Table 3. Resulting metrics.

5 Conclusions and Future Work

In this article we have presented a vocabulary for modelling sentiments and
emotions. This vocabulary can be used to query opinions and emotions about
financial institutions and stock values across different web sites and information
sources. The main advantage of this approach is that heterogeneous sentiment
indexes can be easily integrated and used together with other vocabularies such
as FIBO. We have evaluated these vocabularies in a sentiment analysis service
based on Twitter for tracking financial institutions.

As a future work, we are working on improving the visualisation and query
capabilities of the interface so that non technical users, such as business analysts
can take advantage of the possibilities that the Web of Data brings for explor-
ing and consulting, sentiment about financial institutions in large amounts of
complex and heterogeneous data.

Another current line of research is the standardisation of these vocabularies
for sentiment and emotion. With this aim, we are participating in the Linked
Data Models for Emotion and Sentiment Analysis W3C Community Group,
which takes as a baseline the vocabularies Marl and Onyx.
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1. Introduction

In recent years, there has been a high increase in the use

of commercial websites, social networks and blogs which

permitted users to create a lot of content that can be reused

for the sentiment analysis task. However the development

of systems for sentiment analysis which exploit these valu-

able resources is hampered by difficulties to access the nec-

essary language resources for several reasons: (i) language

resource owners fear for losing competitiveness; (ii) lack

of agreed language resource schemas for sentiment anal-

ysis and not normalised magnitudes for measuring senti-

ment strength; (iii) high costs for adapting existing lan-

guage resources for sentiment analysis; (iv) reduced visi-

bility, accessibility and interoperability of the language re-

sources with other language or semantic resources like the

Linguistic Linked Open Data cloud (i.e. LLOD). In this pa-

per we are focusing on the second and the forth challenges

by describing a methodology for the conversion, enhance-

ment and integration of a wide range of legacy language

and semantic resources into a common format based on the

lemon1(McCrae et al., 2012) and Marl 2 (Westerski et al.,

2011) Linked Data formats.

1.1. Legacy Language Resources

We identified several categories of legacy language re-

sources with respect to our methodology: domain-specific

English review corpora, non-English review corpora, sen-

timent annotated dictionaries and Wordnets. The existing

legacy language resources (gathered in the EUROSENTI-

MENT project 3) are available in many formats and they

contain several types of annotations that are relevant for the

sentiment analysis task. The language resources formats

range from plain text with or without custom made anno-

tations, HTML, XML, EXCEL, TSV, CSV to RDF/XML.

1http://lemon-model.net/lexica/pwn/
2http://www.gi2mo.org/marl/0.1/ns.html
3http://eurosentiment.eu/

The language resources annotations are all or a subset of:

domain - the broad context of the review corpus (i.e. ’ho-

tel’ is the domain for the TripAdvisor corpus); language

- the language of the language resource; context entities -

relevant entities in the corpus; lemma - lemma annotations

of the relevant entities; POS - part-of-speach annotations

of the relevant entities; WordNet synset - annotations with

existing synsets from Wordnet of the relevant entities; sen-

timent - positive or negative sentiment annotation both at

sentence level and or at entity level; emotion - more fine

grained polarity values both expressed as numbers or as

concepts from well defined ontologies; inflections - mor-

phosyntactic annotations of the relevant entities.

1.2. Methodology for LR Adaptation and
Sentiment Lexicon Generation

Our method generates domain-specific sentiment lexicons

from legacy language resources and enriching them with

semantics and additional linguistic information from re-

sources like DBpedia and BabelNet. The language re-

sources adaptation pipeline consists of four main steps

highlighted by dashed rectangles in Figure 1: (i) the Cor-

pus Conversion step normalizes the different language re-

sources to a common schema based on Marl and NIF4;

(ii) the Semantic Analysis step extracts the domain-specific

entity classes and named entities and identifies links be-

tween these entities and concepts from the LLOD Cloud;

(iii) the Sentiment Analysis step extracts contextual senti-

ments and identifies SentiWordNet synsets corresponding

to these contextual sentiment words; (iv) the Lexicon Gen-

erator step uses the results of the previous steps, enhances

them with multilingual and morphosyntactic information

and converts the results into a lexicon based on the lemon

and Marl formats. Different language resources are pro-

cessed with variations of the given adaptation pipeline. For

example the domain-specific English review corpora are

4http://persistence.uni-leipzig.org/nlp2rdf/

6

114



Figure 1: Methodology for Legacy Language Resources Adaptation for Sentiment Analysis.

processed using the pipeline described in Figure 1 while

the sentiment annotated dictionaries are converted to the

lemon/Marl format using the Lexicon Generator step. We

detail these steps in the subsequent sections.

2. Corpus conversion

Due to the formats heterogeneity of the legacy language

resources we need a common model that captures all the

existing annotations in a structural way. The Corpus Con-

version step adapts corpus resources to a common schema.

We defined a schema based on the NIF and Marl formats

that structures the annotations from the corpora reviews.

For example each review in the corpus is an entry that can

have overall sentiment annotations or annotations at the

substring level. The Corpus Generator has been designed

to be extensible and to separate the technical aspects from

the content and formats being translated.

3. Semantic analysis

The Semantic Analysis step consists of: Domain Mod-

eller (DM), Entity Extraction (EE), Entity Linking (EL) and

Synset Identification (SI) components. The DM extracts a

set of entity class using a pattern-based term extraction al-

gorithm with a generic domain model (Bordea, 2013) on

each document, aggregates the lemmatized terms and com-

putes their ranking in the corpus(Bordea et al., 2013). The

EE and EL components are based on AELA (Pereira et al.,

2013) framework for Entity Linking that uses a Linked Data

dataset as reference for entity mentioning identification, ex-

traction and disambiguation. By default, DBPedia and DB-

Pedia Lexicalization (Mendes et al., 2011) are used as refer-

ence sources but domain-specific datasets could be used as

well. The SI identifies and disambiguates WordNet synsets

that match with the extracted entity classes. It extends each

candidate synset with their direct hyponym and hypernym

synsets. Then we compute the occurrence of a given entity

class in each of these bag of words. We choose the synset

with the highest occurrence score for an entity class.

4. Sentiment analysis

The Sentiment Analysis step consists of: Domain-Specific

Sentiment Polarity Analysis (DSSA) and Sentiment Synset

Identification (SSI) components. The DSSA component

identifies a set of sentiment words and their polarities in the

context of the entities identified in the Semantic Analysis

step. The clause in which a entity mention occurs is consid-

ered the span for a sentiment word/phrase in the context of

that entity. The DSSA is based on earlier research on senti-

ment analysis for identifying adjectives or adjective phrases

(Hu and Liu, 2004), adverbs (Benamara et al., 2007), two-

word phrases (Turney and Littman, 2005) and verbs (Sub-

rahmanian and Reforgiato, 2008). Particular attention is

given to the sentiment phrases which can represent an op-

posite sentiment than what they represent if separated into

individual words. For example, ’ridiculous bargain’ rep-

resents a positive sentiment while ’ridiculous’ could rep-

resent a negative sentiment. Sentiment words/phrases in

individual reviews are assigned polarity scores based on

the available user ratings. In case of language resources

with no ratings we use a bootstrapping process based on

Sentiwordnet that will rate the domain aspects in the re-

view. We select the most frequent scores as the final sen-

timent score for a sentiment word/phrase candidate based

on its occurrences in all the reviews. The SSI compo-

nent identifies SentiWordNet synsets for the extracted con-

textual sentiment words. The sentiment phrases however,

are not assigned any synset. Linking the sentiment words

with those of SentiWordNet further enhances their seman-

tic information. We identify the nearest SentiWordNet

sense for a sentiment candidate using Concept-Based Dis-

ambiguation (Raviv and Markovitch, 2012) which utilizes

the semantic similarity measure ’Explicit Semantic Analy-

sis’ (Gabrilovich and Markovitch, 2006) to represent senses

in a high-dimensional space of natural concepts. Con-

cepts are obtained from large knowledge resources such

as Wikipedia, which also covers domain specific knowl-

edge. We compare the semantic similarity scores obtained

by computing semantic similarity of a bag of words con-

taining domain name, entity and sentiment word with bags

of words which contain members of the synset and the gloss

for each synset of that SentiWordNet entry. The synset with

the highest similarity score above a threshold is considered.

5. Lexicon generator

The Lexicon Generator step consists of: MorphoSyntactic

Enrichment (ME), Machine Translation(T) and lemon/Marl

Generator(LG) components. As WordNet does not provide
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Sentiment PolarityValue Context

”good”@en ”1.0” ”alarm”@en

”damaged”@en ”-2.0” ”apple”@en

”amazed”@en ”2.0” ”flash”@en

”expensive”@en ”-1.0” ”flash”@en

”annoying”@en ”-1.5” ”player”@en

Table 1: Sentiment words the ’electronics’ domain.

any morphosyntactic information (besides part of speech),

such as inflection and morphological or syntactic decompo-

sition, the ME provides a further process for the conversion

and integration of lexical information for selected synsets

from other legacy language resources like CELEX 5. Next,

the T component translates extracted entity classes and sen-

timent words in other languages using a domain-adaptive

machine translation approach (Arcan et al., 2013). This

way we can build sentiment lexicons in other languages. It

uses the SMT toolkit Moses (Koehn et al., 2007). Word

alignments are built with the GIZA++ toolkit (Och and

Ney, 2003), where a 5-gram language model was built by

SRILM with Kneser-Ney smoothing (Stolcke, 2002). We

use two different parallel resources: the JRC-Acquis (Stein-

berger et al., 2006) available in almost every EU official

language (except Irish) and the OpenSubtitles2013 (Tiede-

mann, 2012) which contains fan-subtitled text for the most

popular language pairs. The LG component converts the re-

sults of the previous components (named entities and entity

classes linked to LOD and sentiment words with polarity

values) to a domain-specific sentiment lexicon represented

as RDF in the lemon/Marl format. The lemon model was

developed in the Monnet project to be a standard for shar-

ing lexical information on the semantic web. The model

draws heavily from earlier work, in particular from LexInfo

(Cimiano et al., 2011), LIR (Montiel-Ponsoda et al., 2008)

and LMF (Francopoulo et al., 2006). The Marl model is a

standardised data schema designed to annotate and describe

subjective opinions.

6. Working Example

Figure 2 shows an example of a generated lexi-

con for the domain ’hotel’ in English. It shows 3

lemon:LexicalEntries: ’room ’ (entity class), ’Paris’

(named entity) and ’small’ (sentiment word) which in the

context of the lexical entry ’room’ has negative polarity.

Each of them consists of senses, which are linked to DBpe-

dia and/or Wordnet concepts.

We applied our methodology on an annotated corpus of

10.000 reviews for the hotel domain and an annotated cor-

pus of 600 reviews for the electronics domain. Table 1

shows an example of sentiment words from the ’electron-

ics’ domain, while Table 2 shows an example of different

contexts of the sentiment word ’warm’ with their corre-

sponding polarities in the ’hotel’ domain.

7. Future Work

We are currently working on evaluating the Semantic Anal-

ysis and Sentiment Analysis components by participating in

5http://celex.mpi.nl/

Sentiment PolarityValue Context

”warm”@en ”2.0” ”pastries”@en

”warm”@en ”2.0” ”comfort”@en

”warm”@en ”1.80” ”restaurant”@en

”warm”@en ”1.73” ”service”@en

”warm”@en ”0.98” ”hotel”@en

Table 2: Sentiment word ’warm’ in the ’hotel’ domain.

the SemEval challenge 6 on aspect-based sentiment anal-

ysis. We also plan to investigate ways of linking the ex-

tracted named entities with other Linked Data datasets like

Yago or Freebase. A next step for the use of our results

is to aggregate sentiment lexicons obtained from Language

Resources on the same domain.

8. Conclusions

In this paper we presented a methodology for creating

domain-specific sentiment lexicons from legacy Language

Resources, described the components of our methodology

and provided example results.
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clerck, T., Gómez-Pérez, A., Gracia, J., Hollink, L.,

Montiel-Ponsoda, E., Spohr, D., and Wunner, T. (2012).

Interchanging lexical resources on the semantic web.

Language Resources and Evaluation.

Mendes, P. N., Jakob, M., Garcı́a-Silva, A., and Bizer, C.

(2011). Dbpedia spotlight: Shedding light on the web

of documents. In Proceedings of the 7th International

Conference on Semantic Systems, I-Semantics ’11, New

York, NY, USA. ACM.

Montiel-Ponsoda, E., de Cea, G. A., Gómez-Pérez, A., and
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3.2 Linked Data tools and services for sentiment analysis

3.2.1 Senpy: A framework for semantic sentiment and emotion analysis ser-

vices

Title Senpy: A framework for semantic sentiment and emotion analysis services

Authors Sánchez-Rada, J. Fernando and Araque, Oscar and Iglesias, Carlos A.

Journal Knowledge-Based Systems

Impact factor JCR 2018 Q1 (5.101)

ISSN

Publisher

Year 2019

Keywords emotion analysis, evaluation, linked data, Sentiment analysis

Pages

Online https://www.sciencedirect.com/science/article/pii/S0950705119305313

Abstract Senpy is a framework to develop, evaluate and publish web services for sentiment and emotion

analysis in text. The framework is aimed towards both developers and users. For developers, it

is a means to evaluate their classifiers and easily publish them as web services. For users, it is

a way to consume sentiment analysis from different providers through the same interface. This

is achieved through a combination of an API aligned with the NLP Interchange Format (NIF)

service specification, the use of semantic formats and a series of well established vocabularies.

The framework is Open Source, and has been used extensively in several projects. As a result,

several Senpy Open Source services are available for use and download.
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Senpy: a Framework for Semantic Sentiment and

Emotion Analysis Services
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Abstract

Senpy is a framework to develop, evaluate and publish web services for
sentiment and emotion analysis in text. The framework is aimed towards
both developers and users. For developers, it is a means to evaluate their
classifiers and easily publish them as web services. For users, it is a way
to consume sentiment analysis from different providers through the same
interface. This is achieved through a combination of an API aligned with
the NLP Interchange Format (NIF) service specification, the use of semantic
formats and a series of well established vocabularies. The framework is Open
Source, and has been used extensively in several projects. As a result, several
Senpy Open Source services are available for use and download.

Keywords: Sentiment Analysis, Emotion Analysis, Linked Data,
Classification, Evaluation

1. Introduction1

Sentiment analysis is a field of research and application in full expansion,2

driven by the popularity of social media and the need to give meaning to the3

concept of collective opinions [1]. A large number of sentiment analysis tools4

and services have been developed in recent years. Unfortunately, the lack of5

standard tools and APIs makes development costly, and it makes it harder6

to use or evaluate several services.7
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Senpy is an opinionated framework to publish sentiment and emotion8

analysis algorithms as web services. Its ultimate aim is to facilitate the9

growth of sentiment analysis by providing services that can be interchanged10

and easily evaluated. This will contribute to the quality and quantity of11

sentiment analysis services available to the research community.12

2. Problems and Background13

Senpy addresses three challenges of sentiment analysis services: model14

heterogeneity, interoperability of APIs and formats, and service evaluation.15

There is a wide range of models for sentiment and emotion. A senti-16

ment model may include several classes or levels (e.g. positive, negative, and17

neutral), and a polarity value within a given range (e.g., from -1 to +1).18

Emotion models are more complicated, and they are usually grouped into19

categorical models (e.g., Ekman’s model uses 6 categories of emotion), and20

dimensional models (e.g., the VAD model represents emotions as vectors in21

a 3-dimensional space). Model heterogeneity may cause ambiguity and con-22

fusion, unless the model used is explicit and available to every user. For that23

reason, the Emotion Markup Language (EmotionML) [2] provides the means24

to link annotations to a model that can be defined and re-used.25

A second issue is that most analysis tools and services use ad-hoc APIs,26

representation formats (e.g., JSON and XML) and schemas. This is a burden27

for consumers, who need to study and adapt to each service. It also hinders28

research, as it makes it harder to compare different approaches and solutions.29

Lastly, evaluating services is crucial for two main reasons: 1) to compare30

different approaches in the state of the art; and 2) to estimate the perfor-31

mance of a given service in a specific domain (e.g., evaluating over a dataset32

of posts from a niche social network in the electronics domain). The lack33

of evaluation APIs or options to classify a dataset in bulk means that re-34

searchers need to learn to manually consume a service before they know it is35

appropriate for their use case.36

Earlier works propose a linked data approach to solve these aspects [3, 4],37

but the concepts and tooling behind ontologies and linked data publishing38

are unfamiliar to both the linguistic community and developers. Senpy aims39

to bridge this gap by presenting a tool that creates full-fledged services that40

benefit from the power of semantic technologies without requiring any prior41

knowledge of web or semantic technologies.42
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3. Senpy Framework43

3.1. Architecture44

At a high level, Senpy consists of three main modules: 1) a core that45

provides the HTTP service layer to consume and evaluate services; 2) a46

module to develop plug-ins that provide specific features (e.g., a sentiment47

analysis algorithm),; and 3) a Web User Interface (Web UI) that can be used48

to consume and evaluate services in a user-friendly way, instead of directly49

interacting with the HTTP layer.50

A plugin may be defined in a python module or a YAML file. When the51

Senpy tool is launched, it detects all plugins and plugin code available to it52

(i.e., working directory and configurable folders), and launches the Web UI53

and the HTTP server.54

3.2. Functionalities55

The main features of Senpy are:56

• Development of sentiment and emotion classifiers that can be exposed57

as semantic multi-format HTTP services.58

• Sentiment and emotion analysis from different providers (i.e., a service59

that uses Vader or one that uses SenticNet [5]) using the same inter-60

face (including a NIF-based [6] API and vocabularies [7]). In this way,61

applications do not depend on the API offered for these services. The62

API and vocabularies follow the draft guidelines for developing seman-63

tic services by the The Linked Data Models for Emotion and Sentiment64

Analysis W3 Community Group 1.65

• Combination of services even if they use different models for sentiment66

(e.g., converting polarity levels from a “-1 to 1” interval to a “0 to67

10” interval) or emotion (e.g., Ekman or VAD). Within a server, users68

can create processing pipelines that combine several analyses within a69

single request. For instance, asking for sentiment and emotion analysis70

in the same request, or for two complementary sentiment analyses.71

• Evaluation of sentiment algorithms with well-known datasets. The in-72

cluded evaluation API allows users to compare specific combinations of73

services and datasets.74

1https://www.w3.org/community/sentiment/
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• A Web User-Interface for users of any skill level to consume and evalu-75

ate services. The interface visualizes the results in a user-friendly way,76

including tabular and multi-format visualization.77

4. Implementation78

The framework is implemented with Python 3.5 using open source li-79

braries. It can be installed manually or from pip/PyPI. The HTTP layer is80

built on Flask, and its Web UI uses bootstrap and other Javascript libraries.81

RDFLib is used to convert to and from semantic formats (XML-RDF, JSON-82

LD, and Turtle). Scikit-Learn provides machine learning primitives.83

A docker image is also provided, which contains all necessary depen-84

dencies and can be used as a standalone server or to develop new services.85

Moreover, the main repository contains the configuration necessary to deploy86

services to a Kubernetes cluster.87

5. Illustrative Examples88

Users may explore the main features of Senpy on the online demo2. It89

includes several Open Source services3 for sentiment and emotion analysis.90

The project’s documentation4 contains a list of features as well as instructions91

for users and developers. It explains different ways in which these and services92

can be consumed, and how to evaluate their performance in a series of public93

datasets (Figure 1). It also covers how to develop new sentiment analysis94

services.95

6. Conclusions96

The framework presented in this paper has the potential to ease adoption,97

development, integration and evaluation of sentiment and emotion analysis98

services.99
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Figure 1: Evaluating a service in two datasets through the Web UI.
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Required Metadata122

Current executable software version123

Nr. Software metadata description Please fill in this column

S1 Current software version 1.0.1
S2 Permanent link to executables of

this version
https://github.com/gsi-
upm/senpy/tree/1.0.1

S3 Legal Software License Apache License, Version 2.0
S4 Computing platform/Operating

System
Linux, OS X, Microsoft Windows,
Unix-like

S5 Installation requirements & depen-
dencies

Python 3.5+,NetworkX, NLTK,
RDFLib, Scipy, Scikit-learn, Numpy

S6 Link to user manual https://senpy.readthedocs.io/
S7 Support email for questions jf.sanchez@upm.es

Table 1: Software metadata

Current code version124

Nr. Code metadata description Please fill in this column

C1 Current code version v1.0.1
C2 Permanent link to code/repository

used of this code version
https://github.com/gsi-
upm/senpy/tree/1.0.1

C3 Legal Code License Apache License, Version 2.0
C4 Code versioning system used git
C5 Software code languages, tools, and

services used
Python

C6 Compilation requirements, operat-
ing environments & dependencies

Python 3.5+, NetworkX, NLTK,
RDFLib, Scipy, Scikit-learn, Numpy

C7 Link to developer documentation/-
manual

https://senpy.readthedocs.io/

C8 Support email for questions jf.sanchez@upm.es

Table 2: Code metadata
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3.2.2 Multimodal Multimodel Emotion Analysis as Linked Data

Title Multimodal Multimodel Emotion Analysis as Linked Data

Authors Sánchez-Rada, J. Fernando and Iglesias, Carlos A. and Sagha, Hesam and Schuller, Björn and

Wood, Ian and Buitelaar, Paul
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ISBN
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Abstract The lack of a standard emotion representation model hinders emotion analysis due to the incom-

patibility of annota-tion formats and models from different sources, tools and an- notation services.

This is also a limiting factor for multimodal analysis, since recognition services from different modal-

ities (audio, video, text) tend to have different representation models (e. g., continuous vs. discrete

emotions). This work presents a multi-disciplinary effort to alleviate this problem by formalizing

conversion between emotion models. The specific contributions are: i) a semantic representation

of emotion conversion; ii) an API proposal for services that perform automatic conversion; iii) a

reference implementation of such a service; and iv) validation of the proposal through use cases

that integrate different emotion models and service providers.
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Abstract—The lack of a standard emotion representation model

hinders emotion analysis due to the incompatibility of annota-

tion formats and models from different sources, tools and an-

notation services. This is also a limiting factor for multimodal

analysis, since recognition services from different modalities

(audio, video, text) tend to have different representation models

(e. g., continuous vs. discrete emotions).

This work presents a multi-disciplinary effort to alleviate

this problem by formalizing conversion between emotion mod-

els. The specific contributions are: i) a semantic representation

of emotion conversion; ii) an API proposal for services that

perform automatic conversion; iii) a reference implementation

of such a service; and iv) validation of the proposal through

use cases that integrate different emotion models and service

providers.

1. Introduction

Emotions permeate every aspect of our lives, from our
facial expressions to our comments on social media. How-
ever, there is no consensus on the representation of human
emotions. So far there has been little attention to unifying
measurements, categories, and emotion codes. This is partly
due to the field of ‘affective computing’ being relatively
young. As a result, there is a plethora of rivaling emotion
representation models with varying degrees of popularity,
from categorical models such as Ekman’s to Scherer’s pro-
cess model [1].

The lack of a standard is a hindrance when working with
different sources, such as datasets annotated by different
experts, due to additional effort that has to be spent in
understanding the definitions of emotion in every source. It
also limits the amount of annotated data for training. In some
cases, for the sake of interoperability, a single representation
model is chosen on a per-project basis. Then the use of other
models is restricted -limiting the resources and quality-, or
an ad-hoc conversion mechanism is used, which is costly
and inaccurate. However, this compromise is not possible
in all cases.

Initiatives such as Emotion Markup Language
(EmotionML) [2] and the Onyx Emotion Ontology [3]
account for the heterogeneity of models and provide

vocabularies or meta-models that enable interoperability.
When using these meta-models, annotations do not refer
to ambiguous terms (such as anger) but to specific
definitions (e. g., Ekman’s definition of anger). This has
two consequences: the choice of models is explicit in the
annotation itself, and different models may be used in the
same data set. As a result, annotations unambiguously refer
to the model being used.

However, to the best of our knowledge, none of the
meta-models addresses the combination of annotations using
different models in a meaningful way. Hence, these annota-
tions are still independent. This work aims to remedy this
by formalizing the conversion between emotion models.

The rest of the paper is structured as follows. Section 2
introduces enabling technologies and related research in
multimodal and multimodel representation; Section 3 de-
tails the proposal for semantic representation of emotion
conversion; Section 4 presents our evaluation by means of
a reference implementation and a use case; lastly, Section 5
summarizes our conclusions and future work.

2. Background

This section focuses on two aspects: the definition and
quantification of emotions (emotion models) and how this
information is encoded (representation formats). Previous
works have discussed the difference between emotions and
related terms (e. g., ‘feelings’, ‘affects’, ‘sentiment’) in de-
tail [4], [5], [6], [7].

2.1. Models for emotions and emotion analysis

There are several models for emotions, ranging from
the most simplistic and ancient that come from Chinese
philosophers to the most modern theories that refine and
expand older models [8], [9]. The literature on the topic is
vast, and it is out of the scope of this paper to reproduce it.
For the purpose of this paper, it is important to know that
emotion models vary in the characteristics of the emotion
they represent, and the way in which these characteristics
are represented. The main two groups would be: discrete and
dimensional models. In discrete models, emotions belong to
one of a predefined set of categories, which varies from

978-1-5386-0680-3/17/$31.00 c©2017 IEEE 111
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model to model. In dimensional models, an emotion is
represented by the value in different axes or dimensions. A
third category, mixed models, merges both views. The recent
work by Cambria et al. [10] contains a comprehensive state
of the art on the topic, as well as an introduction to a novel
model, the Hourglass of emotions, inspired by Plutchik’s
studies [11]. Plutchik’s model is a model of categories that
has been extensively used [12], [13] in the area of emotion
analysis and affective computing, relating all the different
emotions to each other in what is called the wheel of
emotions.

A more recent development in emotion representation
designed as a principled annotation scheme is the Geneva
Emotion Wheel [14]. This scheme combines 20 emotion
labels arranged as a circle in a 2-dimensional Valence/Power
space with four levels of intensity represented by distance
from the centre.

Other models cover affects in general, which include
emotions as part of them. One of them is the work done by
Strapparava and Valitutti in WordNet-Affect [15]. It com-
prises more than 300 affects linked by concept-superconcept
relationships, many of which are considered emotions. What
makes this categorization interesting is that it effectively
provides a taxonomy of emotions. It provides information
about relationships between emotions and makes it possible
to make choices on the level of granularity of the emotion
model.

Despite all efforts, there is no universally accepted model
for emotions [7], [16]. This complicates the task of rep-
resenting emotions. In a discussion regarding EmotionML,
Schröder et al. pose that given the fact that even emotion

theorists have very diverse definitions of what an emotion

is, and that very different representations have been pro-

posed in different research strand, any attempt to propose

a standard way of representing emotions for technological

contexts seems doomed to fail [17]. Instead they claim that
the markup should offer users a choice of representation,
including the option to specify the affective state that is
being labeled, different emotional dimensions and appraisal
scales.

EmotionML [2] is one of the most notable general-
purpose emotion annotation and representation languages.
It was born from the efforts made for Emotion Annotation
and Representation Language (EARL) [16], [18]. EARL
originally included 48 emotions divided into 10 different
categories. EmotionML offers twelve vocabularies for ca-
tegories, appraisals, dimensions and action tendencies. A
vocabulary is a set of possible values for any given attribute
of the emotion. A complete description of those vocabularies
and its computer-readable form is available in [19].

2.2. Multimodal Linked Data approaches

Recent work has expanded traditional annotation, such
as that of EmotionML, by adding semantics and following
Linked Data principles [20]. This shift has several important
implications. First and foremost, it fosters the integration
of different data sources. Whereas traditional annotations

are usually tied to a document, this new type of annota-
tion is meant to be queried, consumed and integrated with
other sources. As a consequence, it also entails the formal
definition of vocabularies and ontologies, which serve as a
common representation for all sources.

The most common linked data model for emotion repre-
sentation is a combination of several existing vocabularies:
Onyx [3], a vocabulary to annotate and describe emotions
which provides interoperability with EmotionML [21]; and
NLP Interchange Format (NIF) 2.0 [22], which defines
a semantic format and API for improving interoperability
among natural language processing services.

Another important contribution laid the foundation to
multimodal annotation [23] by adding a multimedia exten-
sion to the NIF model. The bulk of this extension (MESA)
is the addition of a URI scheme for multimedia contexts,
which complement the original NIF string context. This
scheme follows the media fragments recommendation [24]
to provide URIs for multimedia segments.

3. Proposal

Our proposal for representation of multimodal multi-
model emotion analysis consists of two parts. The main one
is the definition of a semantic vocabulary for annotation and
conversion of annotations in different models and modali-
ties. The second part is an API for emotion analysis services
and tools that leverages the vocabulary.

We selected six basic aspects that a potential vocabulary
needs to cover in order to be complete: 1) the definition
of emotion annotations; 2) the definition of each emotion
model (e. g., Ekman’s categories); 3) multimodality; 4) the
definition of the process of annotation with emotion (e. g.,
manual or automatic annotation) and the link between this
process and the emotion annotations it generates (prove-
nance); 5) the definition of conversion process between
annotation models in a way that is compatible with (4); and
6) integration with RDF and linked data.

We reviewed existing publicly available vocabularies,
looking for these criteria (Table 1). None of the vocabu-
laries reviewed included the concept of emotion conversion.
However, all the candidates can be extended, either via
an XML schema or a semantic extension. Consequently,
conversion could be integrated as a small extension of
already existing vocabularies. To cover the rest of the cri-
teria, there were two clear alternatives. The first one was
to combine several XML schemas: EmotionML (emotions
and models), EMMA [25] (multimodality) and Provenance
Ontology (PROV-O) [26](provenance). The main advantage
of this option is adopting EmotionML, which is well known
and already integrated in several tools. Additionally, EMMA
is both a W3C recommendation and the encouraged way to
integrate multimodality into EmotionML annotations. Un-
fortunately, although EmotionML and EMMA are semantic
in nature, this approach does not meet the linked data
requirements, with the exception of Prov-O. However, a
subset of EmotionML has already been included as Onyx
sub-vocabularies, and Onyx has been successfully used as an
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Table 1. COMPARISON OF DIFFERENT VOCABULARIES AND THE

PROPOSAL IN THIS PAPER.
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Emotion-ML ✓ ✓

EMMA ✓

PROV-O ✓ ✓

Onyx ✓ ✓ ✓ ✓

Onyx+MESA ✓ ✓ ✓ ✓ ✓

Emotion-ML + EMMA + PROV-O ✓ ✓ ✓ ✓

Proposed vocabulary ✓ ✓ ✓ ✓ ✓ ✓

alternative to EmotionML in several projects where linked
data was a strong constraint. This reason led us to the second
alternative: to extend the Onyx and MESA vocabularies to
include the notion of emotion conversion. We will briefly
cover how NIF, Onyx, MESA and Prov-O can be used
together to cover our first criteria before introducing the
extension.

First of all, emotion models are represented with Onyx
EmotionModel. All public vocabularies in the EmotionML
vocabularies specification have their counterpart in the Onyx
EmotionML vocabularies extension. If none of those models
cover a specific case, it is also possible to define custom
models and to publish them as linked data. The emotion
analysis task is encoded by Onyx’s EmotionAnalysis, a sub-
class of Prov-O Activity. As such, it can provide provenance
information. It should also specify the specific model it
uses for annotation. Each piece of text to be analyzed is
represented as a NIF context. One of the main advantages
of NIF is that it defines URI schemes for contexts which
only depend on the content itself and its source. Using these
unique identifiers, it is possible to aggregate annotations
added by independent analysis to the same source. In or-
der to preserve this property, provenance is stored at the
annotation level. Hence, contexts are annotated with one or
several Onyx EmotionSet entities. These EmotionSet entities
contain all the emotion information, as well as a link to the
analysis activity that generated the annotation.

To achieve multimodality in a NIF-compatible manner,
MESA includes a specific NIF URI scheme to annotate
string contexts within multimedia, based on the media frag-
ments recommendation. An example is shown in Listing 1.

Listing 1. ANNOTATING STRINGS IN MULTIMEDIA.

<http://video.com/example#t=0,11>

a mesa:MediaFragmentsString ;

To cover all the criteria, the existing models need to
be extended to include the concept of emotion conversion.
Figure 1 illustrates how this extension integrates with the
existing entities in Onyx and Prov-O. First of all, the ex-
tension provides a new class, Conversion, which subclasses

Figure 1. Extension of the Onyx ontology for emotion conversion. The
extension itself shown in bold and without a prefix.

Activity. By making this class independent of emotions,
it can be reused for other types of affect conversion. For
instance, it could be used to represent the conversion of star-
based opinion models to polarity based (thumbs up/down)
models. The vocabulary also provides a more specific Emo-

tionConversion activity, which subclasses both Conversion

and EmotionAnalysis. The main specific properties of this
class are convertsFrom and convertsTo, both of which point
to an EmotionModel instance.

Using this extension, we can encode the conversion of
the previous example from using Ekman’s categorical model
to PAD dimensions. An excerpt of this representation is
shown in Listing 2.

Listing 2. ONYX EXTENSION TO COVER CONVERSION.

:Big6_to_PAD rdf:type onyx:EmotionConversion ;

onyx:convertsFrom emoml:big6 ;

onyx:convertsTo emoml:pad .

<http://microblog.com/User1/Post1#char=0,11>

onyx:hasEmotionSet :EmotionSet1 ,

:EmotionSet2 .

:EmotionSet2

rdf:type onyx:EmotionSet;

onyx:hasEmotion [

rdf:type onyx:Emotion ;

emoml:pad_potency 0.8 ;

emoml:pad_arousal 0.5 ;

emoml:pad_dominance 0.3 ;

] ;

prov:wasGeneratedBy :Big6_to_PAD .

The second part of the proposal is the web API that
allows emotion analysis services to integrate emotion con-
version. In particular, a service has to: advertise what models
they use to annotate; advertise the conversions available;
allow users to request a specific model; in case of not being
able to convert from the original model to the one requested
by the user, raise an error. The complete API for services
is included in Table 2.

The proposed model and API have been integrated in
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Senpy, a semantic framework to build sentiment and emotion
analysis services [27]. This allows Senpy emotion analysis
services to offer automatic emotion model conversion. The
framework currently includes a very generic implementation
of a centroid-based conversion, inspired by Kim et al [28].
In this centroid-based conversion, each category or label is
mapped to a centroid, a point in an N-dimensional space
(e.g. VAD). This provides bi-directional conversion. Given
an emotion with one or more categories and an optional
intensity for each category, the algorithm returns a new
emotion whose VAD values are the weighted average of
the values of the centroids corresponding to the categories.
Given dimensional value, the conversion consists in calcu-
lating the distance of the value to each centroid, and either
returning a new Emotion with a single category (the closest
centroid), or one emotion per centroid and an intensity
proportional to the normalized distance between the centroid
and the value. This algorithm can be applied with different
sets of centroids. We provide centroids for a conversion from
Ekman categories to VAD values. To calculate them, we
averaged the VAD values of the words in ANEW [29] that
were also present in WordNet-Affect [15] under a label that
can be mapped to one of Ekman’s categories. All the code
is Open Source and available on the framework website.

4. Evaluation

This section presents a real scenario where the proposed
conversion model and service API have been used. It serves
as a starting point to assess the usefulness and adequacy of
the proposal. It is also a way to identify possible deficiencies
and to encourage further discussion on the topic.

Table 2. THE EXTENDED EMOTION ANALYSIS SERVICE API INCLUDES

PARAMETERS TO CONTROL EMOTION CONVERSION.

parameter description

input(i) serialized data (i.e. the text or other formats, de-
pends on informat)

informat (f) format in which the input is provided: turtle, text
(default) or json-ld

outformat (o) format in which the output is serialized: turtle (de-
fault), text or json-ld

prefix (p) prefix used to create and parse URIs

minpolarity
(min)

minimum polarity value of the sentiment analysis

maxpolarity
(max)

maximum polarity value of the sentiment analysis

language (l) language of the sentiment or emotion analysis

domain (d) domain of the sentiment or emotion analysis

algorithm (a) plugin that should be used for this analysis

emotionModel
(emodel, e)

emotion model in which the output is serialized (e.g.
WordNet-Affect, PAD, etc.)

conversionType type of emotion conversion. Currently accepted
values: 1) full, results contain both the converted
emotions and the original emotions, alongside; 2)
nested, converted emotions should appear at the
top level, and link to the original ones; 3) filtered,
results should only contain the converted emotions.

The use case is as follows. A given video is analyzed
by three different services: a video analysis that detects
emotions in faces; an emotion analysis on speech; and a text
emotion analysis service that annotates the transcription of
the speech. Annotations are converted to a continuous space
(if necessary) and the results are fused to yield the final
outcome. Figure 2 shows an overview of the analysis and
their relationships.

Figure 2. Generation of results combining emotion analysis in three
modalities. Ellipses are provenance activities, rectangles are provenance
entities.

The video emotion analyzer consists of a face detector
(based on on a discriminatively trained deformable part
model [30]), face tracking, and facial expression detector
(based on convolutional neural networks), which recog-
nises emotions in the continuous arousal/valence space. The
speech emotion analyzer is based on openSMILE acoustic
feature extractor [31], and Bag-of-Audio-Words [32], a sim-
ilar concept to the Bag-of-Words of text analysis. Emotions
are predicted in a continuous arousal/valence space. The text
emotion analysis is performed through the emotion-wnaffect

senpy plugin, which uses a lexicon-based approach based
on WordNet-Affect [15]. It maps every affect label in the
WordNet-Affect taxonomy to five of Ekman’s categories:
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anger, fear, disgust, joy and sadness.

The first two services, audio and video, use the PAD
(Pleasure, Arousal, Dominance) model, whereas the analysis
on text uses a simpler categorical analysis based on Ekman’s
model. In order to fuse the three annotations, the catego-
ries used in the annotation of text are converted to PAD
values, using the centroid-based conversion activity which
we developed as a senpy plugin. Among other things, the
definition of the activity includes the algorithm being used
(senpy.plugins.conversion.centroids at version 0.1), the val-
ues for each of the centroids, and the corresponding emotion
for each of the centroids. An excerpt the definition of the
conversion from Ekman dimensions to VAD dimensions is
included as Listing 3.

Listing 3. DEFINITION OF THE ACTIVITY THAT CONVERTS

ANNOTATIONS FROM EKMAN’S CATEGORIES TO PAD VALUES.

<http://servicehost/api/plugins/Ekman2PAD_0.1> a :

emotionConversionPlugin ;

onyx:centroids [

onyx:hasEmotionCategory emoml:big6anger ;

emoml:arousal 6.95e+00 ;

emoml:dominance 5.1e+00 ;

emoml:valence 2.7e+00 ] ;

[

onyx:hasEmotionCategory emoml:big6disgust ;

emoml:arousal 5.3e+00 ;

emoml:dominance 8.05e+00 ;

emoml:valence 2.7e+00 ] ;

[

onyx:hasEmotionCategory emoml:big6fear ;

emoml:arousal 6.5e+00 ;

emoml:dominance 3.6e+00 ;

emoml:valence 3.2e+00 ] ;

[

onyx:hasEmotionCategory emoml:big6happiness ;

emoml:arousal 7.22e+00 ;

emoml:dominance 6.28e+00 ;

emoml:valence 8.6e+00 ] ;

[

onyx:hasEmotionCategory emoml:big6sadness

emoml:arousal 5.21e+00 ;

emoml:dominance 2.82e+00 ;

emoml:valence 2.21e+00 ] ] ;

onyx:convertsFrom emoml:big6 ;

onyx:convertsTo emoml:pad ;

senpy:description "Plugin to convert emotion sets from

Ekman to VAD" ;

senpy:module "senpy.plugins.conversion.emotion.

centroids" ;

senpy:name "Ekman2PAD" ;

senpy:version 1e-01 .

Once all the dimensions are mapped into the PAD model,
the fusion service combines the results of the different
modalities and compute the final results. We have chosen the
weighted average classifier fusion technique for this task,
since within this schema (i) different analyzers are con-
sidered independent of each other (comparing with feature
fusion techniques), and (ii) each modality may contribute
differently for each emotion dimension (e. g., it is well-
known that speech has higher impact on arousal detection,
while facial movements have higher impact on valence
detection). Weights can be trained offline, by heuristics, or
the uniform weights can can be used if no information is
provided.

Listing 4 shows an edited fragment of the annotations
at the end of the whole process. The actual results were
collected in JSON-LD format and stored in an elasticsearch
database, and Kibana was used for visualization 1.

Listing 4. RESULTS FROM THE FUSION PHASE

ex:video.mp4:time=0,2 a nif:Context ;

onyx:hasEmotionSet [

prov:wasGeneratedBy ex:videoAnalysis ;

onyx:hasEmotion [

emoml:pad_arousal 0.5 ;

emoml:pad_valence 0.1

] .

] ,

[

prov:wasGeneratedBy ex:audioAnalysis ;

onyx:hasEmotion [

emoml:pad_pleasure -0.2 ;

emoml:pad_arousal -0.4

] .

] ;

_:textResults ;

[

prov:wasGeneratedBy <http://servicehost/api/plugins/

Ekman2PAD_0.1> ;

prov:wasDerivedFrom _:testResults ;

onyx:hasEmotion [

emoml:pad_pleasure 0 ;

emoml:pad_arousal 0 ;

emoml:pad_dominance 0

] .

] ;

prov:wasGeneratedBy ex:fusion ;

onyx:hasEmotion [

emoml:pad_arousal 0.049 ;

emoml:pad_valence -0.05 ;

] .

] .

_:textResults prov:wasGeneratedBy ex:textAnalysis ;

onyx:hasEmotion [] ,

ex:fusion

a onyx:EmotionConversion ;

onyx:convertsFrom emoml:pad-dimensions ;

onyx:convertsTo emoml:pad-dimensions .

5. Conclusions

In this paper, we proposed an approach for the integra-
tion of emotion analysis in different modalities (multimodal)
and using different emotion representation models (multi-
model). The proposed linked data vocabulary unifies and
extends existing vocabularies to provide a complete cover-
age of multimodal multimodel emotion annotations, includ-
ing the unambiguous definition of conversion to different
emotion models. The vocabulary is compatible with existing
specifications and recommendations, such as EmotionML.
Additionally, it integrates with the provenance ontology,
which means annotations are modeled as entities whose
provenance (origin) can be traced to either an annotation or a
conversion activity. These activities can in turn be precisely
modeled, including the resources being used, the emotion
models adopted, and other entities that were transformed by
them. In addition to the model, a reference implementation

1. Elasticsearch and Kibana: https://www.elastic.co/
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of automatic emotion conversion has been integrated into
senpy (a framework for sentiment and emotion analysis).

Lastly, the applicability and completeness of this ap-
proach and the reference implementation has been assessed
through a use case that integrates multimodel multimodal
annotations.
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Abstract—Recently, there is an increasing tendency to embed
functionalities for recognizing emotions from user generated
media content in automated systems such as call-centre oper-
ations, recommendations and assistive technologies, providing
richer and more informative user and content profiles. However,
to date, adding these functionalities was a tedious, costly, and
time consuming effort, requiring identification and integration
of diverse tools with diverse interfaces as required by the use
case at hand. The MixedEmotions Toolbox leverages the need for
such functionalities by providing tools for text, audio, video, and
linked data processing within an easily integrable plug-and-play
platform. These functionalities include: (i) for text processing:
emotion and sentiment recognition, (ii) for audio processing:
emotion, age, and gender recognition, (iii) for video processing:
face detection and tracking, emotion recognition, facial landmark
localization, head pose estimation, face alignment, and body pose
estimation, and (iv) for linked data: knowledge graph integration.
Moreover, the MixedEmotions Toolbox is open-source and free.
In this article, we present this toolbox in the context of the
existing landscape, and provide a range of detailed benchmarks
on standard test-beds showing its state-of-the-art performance.
Furthermore, three real-world use-cases show its effectiveness,
namely emotion-driven smart TV, call center monitoring, and
brand reputation analysis.

Index Terms—emotion analysis, open source toolbox, affective
computing, linked data, audio processing, text processing, video
processing

I. MOTIVATION & INTRODUCTION

ANY Media content (e. g., social media, TV/Radio pro-

gram) contains a vast amount of information which can

be harvested for various analysis from a content perspective

(e. g., reputation analysis [1], content emotion analysis [2])

and a content-authors perspective (e. g., user profiling and

recommendation [3], [4], user community analysis [5], [6]).

Nevertheless, as part of this information, the emotional as-

pects of the media content has not received its well-deserved

attention and its utility of those aspects have not yet been well-

exploited in real-world or commercial scenarios. Emotions are

important part of human life as they enhance communication

Hesam Sagha is now working at audEERING GmbH.
Björn W. Schuller is also with the Department of Computing, Imperial

College London, United Kingdom.

and understanding between people. Similarly, incorporating

emotion-related information into multimedia content and mul-

timedia analysis could enhance usability and user-adaptability.

Although some research advances have been made in this

direction (such as: emotion analysis of users’ audio or video

for enriching users’ profiles for media recommendation [3],

[7], [4], affect prediction from movies [8], or speech [9]), they

have not gone further than research, and reproduction of such

algorithms is time consuming and fault-prone.

The MixedEmotions Toolbox1 introduced herein fills this

gap by providing a plug-and-play and ready-to-use set of

emotion recognition modules that can be used in isolation or

in combination through predefined or configurable workflows.

It provides a unified solution for large-scale emotion analysis

on heterogeneous, multilingual, text, speech, video, and social

media data streams, leveraging open access and proprietary

data sources including modules for collection of social

media data, and exploiting social context by leveraging social

network graphs. It also includes entity linking and knowledge

graph technologies for semantic-level emotion information

aggregation and integration. Available free tools have been

adapted and included in the platform alongside tools

developed by the authors of this paper.

This paper describes the current version of the MixedE-

motions Toolbox, including its underlying architecture, the

modules it comprises and their capabilities, and applications

of the platform in three representative multimedia-related use

cases: Social TV, Brand Reputation Management, and Call

Center Operations.

Before describing the toolbox in detail, we describe what

emotion actually is and how it is represented and provide a

quick review of existing emotion analysis platforms as well as

an overview of requirements for emotion analysis on big-data.

1MixedEmotions Toolbox is the outcome of the European Project MixedE-
motions (https://mixedemotions-project.eu/). Note that it is not about the
‘co-occurrence of different emotions’ (as the psychological term ‘mixed
emotions’), but about the ‘emotions from mixed modalities’.
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A. What is Emotion?

One of the most complete and accepted definitions of

emotion is proposed by Scherer [10] through a component

process model, in which an emotion is a synchronization of

different cognitive and physiological components in response

to a stimulus event. The expression of emotions through facial

and vocal changes is originated from the ‘somatic nervous

system’ component. Moreover, emotions and preferences (as

stable emotions with low behavioural impacts) can be con-

veyed through verbal or written content, such as product

reviews, opinions, and suggestions. Therefore, analysing the

facial and vocal changes as well as verbal and written content

provides clues for automatic emotion recognition.

B. Quick overview of emotion representations used

Various representation schemes for emotions have been

proposed, each based on particular criteria. Ekman’s six basic

emotions (Anger, Fear, Surprise, Happiness, Disgust, Sadness)

are based on the universality of those emotions [11]; Plutchik’s

wheel of emotion is further based on contrast and closeness

of emotions [12]; Russel’s Circumplex model is constructed

to capture the core affect in a two dimensional (Arousal and

Valence) model [13], [14]; Osgood identified three primary

dimensions of emotion expression (Pleasure, Arousal, Dom-

inance) [15]; and more recently, Fontaine et al. identified a

fourth dimension (unpredictability) [16]. Arousal reflects the

level of energy in the emotion (e. g., pleased vs. ecstatic); va-

lence reflects the hedonic tone (e. g., pleasant vs. unpleasant);

dominance represents the sense of control or dominant nature

of the emotion (e. g., fear vs. anger); and unpredictability

refers to the appraisal of expectedness or familiarity.

In the MixedEmotions Toolbox, the preferred emotion rep-

resentation model is the four dimensional model, combined

with emotion intensity as a fifth dimension and a level of

confidence in the measurement. However, due to limitations in

available gold standard data and error-prone human ability to

map perceived emotions into these dimensions, some modules

in the MixedEmotions Toolbox represent emotions as a subset

of these dimensions. For emotion representation in audio and

video processing, we chose a two (arousal and valence) or

three (+ dominance) dimensional emotion model. The choice

of the dimensional model is due (among others) to: (i) it

can be mapped not only to the six basic emotions but to a

myriad of emotion categories, (ii) emotions which resemble

each other are located in the vicinity of each other, (iii) it is

easier to define continuous values as the output of machine

learning systems (such as neural networks), and (iv) it is

easier to handle the decision fusion of different subsystems

in the continuous domain. In the analysis of text, there were

previously no substantial resources annotated with a dimen-

sional emotion model; however, resources and tools that utilize

Ekmans’ six basic emotions were available. In addition, there

are many resources available for “sentiment analysis”, which is

essentially just the Valence dimension. For this reason, several

toolbox modules for text analysis utilize these representation

schemes, and functionality is provided for translating to and

from a dimensional representation. New data annotated with

a four dimensional model is provided alongside models for

detecting emotion with this scheme utilising the new data.

C. Existing emotion analysis platforms

Some web services for emotion analysis from textual con-

tents, facial expressions, and speech already exist. Table I

summarizes some known services along with their character-

istics. As can be seen in the table, all the services are for

the analysis of only one modality such as facial, textual, or

speech. Moreover, most of the services are not free and not

open-source. The MixedEmotions Toolbox overcomes these

limitations by providing multi-modal, open-source, free, and

user-friendly emotion analyzers.

D. Emotion Analysis in Big Data and Pre-requisites

To deploy a multifaceted emotion analyzer for big-data, the

seven “Vs” of big data (Volume, Velocity, Variety, Variabil-

ity, Veracity, Visualization, and Value) should be addressed.

Among them, Variety encompasses multimodality (audio,

video, text) and multilinguality/multiculturalism, and Veracity

emerges from subjectivity of assessments (annotations). These

aspects have been addressed for: (i) the textual modality

by: automatic translation [17], defining multilingual WordNet

Grid [18], and (ii) for the audio modality by: analyzing within

or between language family emotion recognition [19], feature

transfer learning between languages [20], model transfer learn-

ing [21], language identification [22], audio denoising [23], and

decision aggregation through cooperative speaker models [24].

Regarding the Volume and Velocity, there is a need for fast

computation. This has been investigated using End-to-End ap-

proaches for speech emotion analysis [25], fast GPU process-

ing of audio and video processing [26], and crowdsourcing and

a semi-supervised active learning approach for automatically

labeling large amounts of data [27], [28]. Some of these as-

pects have been deployed within the MixedEmotions Toolbox.

Further, the MixedEmotions Toolbox can be easily deployed

on one or more machines for distributed analysis and fast

processing of large amount of data. A Visualization module

is also included in the toolbox (Section III-D). Moreover,

to investigate the Value of this MixedEmotions Toolbox, we

designed three case studies on multimedia emotion processing

which will be discussed in Section IV.

II. ARCHITECTURE OVERVIEW

The MixedEmotions Toolbox follows a microservice archi-

tecture in which the modules in the toolbox are independent

of each other, so users need only the modules required for

his/her analysis and can skip the others. The modules are

containerized using Docker2, and therefore can be deployed

without dependency restrictions, with the only requirement

being a Docker server. Docker servers exist for all major

operating systems, can be installed on small computers as well

as in extensible cloud environments. As well as individual

modules, users can also benefit from an orchestrator in the

toolbox to enable big data operations sustained on horizontal

2www.docker.com
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TABLE I
A SHORT LIST OF AVAILABLE EMOTION ANALYZER SERVICES FOR T(EXTUAL), F(ACIAL), AND S(PEECH) CONTENTS.

Service Modality Open Source Free

IBM Watson AlchemyLanguage (www.ibm.com/watson),Bitext (www.bitext.com) T No No
MoodPatrol (market.mashape.com/soulhackerslabs/) T No No
Synesketch (krcadinac.com/synesketch) T Yes Yes

Microsoft Cognitive Services (www.microsoft.com/cognitive-services) F No No
IMOTIONS (wwww.imotions.com) F No No
Affectiva Emotion API (www.affectiva.com) F No Free/Enterprise Editions
EmoVu (www.emovu.com), CrowdEmotions (www.crowdemotion.co.uk) F No ?
Nviso (www.nviso.ch/technology.html), SkyBiometry (www.skybiometry.com) F No Limited/Non-Free Editions

audEERING SensAI (www.audeering.com/technology/sensai/) S Yes Free Research Edition (openSMILE)
Good Vibrations (www.good-vibrations.nl) S No No
Vokaturi (www.vokaturi.com/) S No Limited/Enterprise Editions

Fig. 1. Orchestrator within the MixedEmotions Toolbox.

scalability (using more machines). This orchestrator provides

users an easy starting point to build applications as needed. In

a nutshell, the orchestrator is an ETL3 pipeline [29] adapted to

the structure of the MixedEmotions, thus, it is suited to work

with Docker containers deployed in Mesos4(Fig. 1), as well

as external services as long as they have a REST API5. It is

fully configurable with plain text configuration files, so a user

does not need to have programming skills.

Note that Docker Servers and Mesos Services can be

deployed on multiple platforms, including, Linux, OS X,

Windows and Windows Server, and making the MixedE-

motions Toolbox platform independent.

3Extract, Transform, Load
4mesos.apache.org: The Mesos kernel runs on every machine and provides

applications with API’s for resource management and scheduling across entire
datacenter and cloud environments.

5REST = Representational State Transfer, API=Application Programming
Interface. This is a simple and widely used standard for providing services
over the internet.

Where to find the MixedEmotions Toolbox

The MixedEmotions platform is available online for demon-

stration and testing6. Open source and free for research

purposes modules are located on GitHub7 (source code and

documentation), and ready-to-use modules can be found in

the MixedEmotions docker repository8.

III. OVERVIEW OF MAIN FUNCTIONALITIES

In this section, we describe the modules in the MixedEmo-

tions Toolbox for text, audio, and video processing with the

focus of emotion recognition.

A. Text Processing

The toolbox includes the following modules for text pro-

cessing: (1) several modules that implement recognition of

affect expressed in text, (2) a module for the recognition of

suggestions expressed in text, and (3) modules for semantic

processing of text. While sentiment analysis (the recognition of

positive/negative sentiment often directed at a particular entity)

is an established field with many standard data sets and well

developed methodologies (e. g., [30]), the recognition of more

nuanced affect has received less attention, and in particular,

there are very few gold standard annotated resources. This

is also true for analysis of sentiment and emotion from many

languages. To address this lack, two new resources for emotion

detection from text were developed: (4a) a collection of tweets

annotated with four emotion dimensions, and (4b) translations

of WordNet into all official European languages, enabling

the application of WordNet-based affective lexical resources

(e. g., WordNet-Affect [31] and Senti-WordNet [32]) in those

languages. Details of these modules and resources are as

follows.

1) Sentiment and Emotion Recognition: Models for senti-

ment and emotion recognition from text across several lan-

guages and for general text and social media domains are

included in the platform (see Tables II and III).

Several free and/or open source sentiment analysis tools

are included in the toolbox. In addition, two Long-Short

Term Memory (LSTM) [33] deep learning models trained on

6http://mixedemotions.insight-centre.org/
7https://github.com/MixedEmotions
8https://hub.docker.com/r/mixedemotions/
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movie reviews [34] and tweets [35] are provided (see Table II).

Evaluation of the English language sentiment models was

performed on test tweets from the SemEval2015 task 10B [36]

for tweet models, and movie reviews from [37] for general text

models. F1 scores from the cross-validation analysis of the

training data are also provided where appropriate.

The toolbox includes models for emotion detection

from text for two emotion representation schemes: Ek-

man’s six emotion categories [11] and the 4-dimensional Va-

lence/Arousal/Dominance/Surprise representation scheme [16]

(see Table III). These models fall into two broad categories:

unsupervised lexicon based models, provided primarily as

baseline systems, and supervised models trained on publicly

available annotated data sets. The lexicon based models count

word occurrences, summing associated emotions. Models built

with WordNet-Affect [31] for Ekman emotions and Affective

Norms for English Words (ANEW) [43], [44] for VAD are

also provided. Two supervised Ekman models are included:

one trained on tweet data utilising emotion hash tags as

noisy emotion labels [45] and another from the recent WASSA

shared task on emotion recognition [46], [47]. A final model

trained on new VADS annotated data (see Section III-A4a)

is also provided. F1 and R2 scores from the cross-validation

analysis of the training data are provided where appropriate.

2) Suggestion Mining: Alongside requirements for the de-

tection of sentiment and emotions in an opinionated text,

another useful service which has been developed in the

MixedEmotions Toolbox is the identification of suggestions

and advice that may have been made in those texts. This

will allow users and service providers to make more valuable

decisions based on richer inferences on data (e. g., a brand

reputation can be affected by positive and negative suggestions

from the users alongside with their expressed sentiments).

Suggestion mining refers to the task of detection of such

suggestions (advice, tips, recommendations, etc.) in the text

obtained from social media. An example of suggestion in

tweets can be: “Dear Microsoft, release a new zune with

your wp7 launch on the 11th. It would be smart”. Since

suggestion mining is a very recent area of research, our

contribution also covers the creation of benchmark datasets to

facilitate the development and evaluation of suggestion mining

methods [49]. Currently, this module is only available for the

English language.

The module utilises a Long Short Term Memory (LSTM)

Neural Network to classify texts as suggestion or not sugges-

tion. It is trained on suggestion mining datasets developed in-

house, using crowdsourced annotations of hotel and electronics

reviews [49]. This classifier yields a F1 score of 0.64 and 0.67

over 10-fold cross-validation for hotel and electronics datasets

respectively.

3) Semantic Analysis of Text: The toolbox includes mod-

ules for entity recognition in Spanish and English, both built

on DBpedia9 [50]. The English module issues queries to a

Lucene10 database containing all matching WikiPedia URIs,

9DBpedia is a crowd-sourced community effort to extract structured infor-
mation from Wikipedia and make this information available on the Web.

10Apache Lucene is an open-source search software:
https://lucene.apache.org/

and entities are selected according to the score from the

Lucene index. The DBpedia URI, the entity and its type are

returned by the module.

The Spanish Entity recognition module is created using enti-

ties from DBpedia and their inlink count, which is the number

of other entities related to it. Then, an entities dictionary is

created using all the entities above a certain threshold. Given

a text, the module will then extract all the phrases that can be

found in the entities dictionary.

4) New Resources for Affective Analysis of Text:

a) Emotion annotated text data (standard and new):

There exists a limited number of publicly available emotion

annotated text resources; these include: two thousand news

headlines annotated with Ekman’s six emotions [51], and sev-

eral dimensionally annotated corpora: Affective Norms for

English Texts [52] (a collection of 120 generic texts with VAD

annotations), a collection of 2895 Facebook posts annotated by

two annotators with Valence and Arousal dimensions [53], and

the recent EMOBANK [54] (a collection of ten thousand texts

from diverse sources but not including tweets). Moreover, Yu

et al. [55] presented a collection of 2009 Chinese sentences

from various online texts annotated with Valence and Arousal.

As a step towards addressing this limitation, we collected

two new annotated tweet corpora: one containing 2019 generic

tweets annotated with Valence, Arousal, Dominance, and

Surprise (with annotator agreement of Krippendorffs’ Alpha

.42) [56], and another containing 360 tweets containing ex-

pressive emoji annotated with Ekman’s six emotions [57] (with

annotator agreement of Krippendorffs’ Alpha .33).

b) Polylingual WordNet: The Princeton WordNet [58] is

one of the most important resources for natural language

processing, but is only available for English. Although it has

been translated using the expand approach to many other

languages [59], [60], [61], most of the WordNet resources re-

sulting from these efforts have fewer synsets than the Princeton

WordNet. Since manual translation and evaluation of Word-

Nets is a very time consuming and expensive process, we ap-

ply Statistical Machine Translation (SMT)11 to automatically

translate WordNet entries. The biggest challenge in translating

WordNets with an SMT system lies in the need to translate

all senses of a word including low frequency senses. While

an SMT system can only return the most frequent translation

when given a term by itself, it has been observed that it

provides strong word sense disambiguation when the word is

given in a disambiguated context [17]. Therefore, we leverage

existing translations of WordNet in other languages to identify

contextual information for WordNet senses from a large set

of generic parallel corpora. We used an approach to select

the most relevant sentences from a parallel corpus based on

the overlap with existing translations of WordNet in as many

pivot languages as possible. The goal is to identify sentences

that share the same semantic information with respect to the

synset of the WordNet entry that we want to translate. This

approach allows us to provide a large multilingual WordNet

in 23 different European languages, which we call Polylingual

11The SMT models also exist as a MixedEmotions’ module.
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TABLE II
MODELS FOR SENTIMENT DETECTION FROM TEXT.

EVALUATION DATA: SEMEVAL2015 TASK 10B [36] (TWEET SENTIMENT), MOVIE REVIEWS FROM [37] (TEXT SENTIMENT)

Affect Representation Lang Domain Algorithm Train CV F1 Test F1 Reference

Sentiment (+,n,-) EN Text LSTM — .76 [33] trained on [34]
Sentiment (++,+,n,-,–) EN Text CoreNLP (NN) — .62 [38]
Sentiment (+,n,-) EN Text LingPipe (SVM/NB) — .76 [39]
Sentiment (+,n,- / continuous) EN Text VADER (Lexical + Rules) — .76 [40]
Sentiment (+,n,-) EN Tweets LSTM .48 .67 [33] trained on [35]
Sentiment (+,n,-) EN,ES Tweets Sentiment140 .76 .79 [41]

Sentiment (+,n,-) ES Tweets SVM (TASS2015) .74 — [42]
Sentiment (+,n,-) CZ Text LingPipe (CZ reviews) .86 — [39]

TABLE III
MODELS FOR EMOTION DETECTION FROM TEXT.

Affect Representation Lang Domain Algorithm Train Eval. Reference

Emotion (Ekman) Multiple Text WordNet-Affect — [31]
Emotion (Ekman) EN Tweets SVM (hashtags) F1: .37 [45]
Emotion (4 Ekman Intensities) EN Tweets BLSTM+SVM R2: .45 [46] trained on [47]

Emotion (VAD) EN,ES Text ANEW — [43], [44]
Emotion (VADS) EN Tweets BLSTM R2: .24 [48] trained on new data (See 4a below)

WordNet12. As a result, the WordNet-Affect based emotion

detection module is also applicable to those languages.

B. Audio Processing

This module recognizes emotions in terms of arousal and

valence from speech signals13. It is based on the Bag-

of-Audio-Words (BoAW) approach [62], trained on continu-

ous emotionally labeled data (the RECOLA database [63]).

RECOLA is an audio-visual database of 46 subjects during

dyadic conversation in French. For each subject, a recording

of 5 minutes length has been annotated time-continuously for

Arousal and Valence dimensions by six different annotators

(3 female, 3 male). From the 6 annotations, a single gold

standard sequence has been computed for each dimension,

using an evaluator weighted estimator [64].

BoAW originates from the bag-of-words approach in natural

language processing. In this approach, word histogram vectors

are used as a feature to classify text documents, e. g., in terms

of sentiment or the author’s gender [65]. For BoAW, the first

step is the extraction of acoustic low-level descriptors (LLDs)

from the raw waveform of the speech signal. audEERING’s

open-source toolkit openSMILE14 [66] is used to extract

Mel-frequency cepstral coefficients (MFCCs) and logarithmic

energy over a short audio frame of 25 ms, with a step size

of 10 ms. Each 13-dimensional LLD vector is then assigned

to a so-called audio word, i. e., a template of an LLD vector.

This is accomplished through a vector quantization step using

a codebook which has been learned beforehand. A random

sampling [67] of 200 LLDs from the training data has proven

to be suitable for the task. In the vector quantization step,

Euclidean distance is taken into account.

12http://polylingwn.linguistic-lod.org/
13Although audio includes speech, music, and other acoustics, the

module that we built within the MixedEmotions Toolbox is for speech.
Other modules, such as music emotion may be added later to the toolbox.

14opensmile.audeering.com

TABLE IV
PERFORMANCE (CCC) OF THE AUDIO EMOTION RECOGNITION MODULE

ON THE RECOLA DATABASE.

Database Partition Arousal Valence

RECOLA
Development .797 .529

Test .722 .452

SEWA Development .359 .157

To make the power of the histogram independent from the

duration of the input segment, a histogram normalization is

performed. The whole BoAW-processing is accomplished by

the open-source toolkit openXBOW15 [68].

For decoding, a support vector regressor (SVR) with a

linear kernel was trained [69]. All hyperparameters have been

optimized systematically using a speaker-independent split of

the database into training, validation, and test partitions [62].

The performance of arousal and valence recognition in terms

of Concordance Correlation Coefficients (CCC)16[70] for the

RECOLA and SEWA [71] datasets are summarized in Ta-

ble IV.

C. Video Processing

This module is responsible for emotion recognition

(arousal/valence and Ekman’s emotions) from facial gestures.

The emotion recognition runs on top of face detection and

tracking, facial landmark localization, head pose estimation,

and face alignment. Face detection is based on a discrim-

inatively trained deformable part model [72] which runs at

approximately 8-16 fps on 720p video. Faces are tracked in a

video according to standard tracking by detection. To maintain

identities across these partial tacks, visual fingerprints are

extracted from individual frames, and clustered by hierarchical

15https://github.com/openXBOW/openXBOW
16CCC is similar to the Correlation Coefficient, but it also considers

the mean and variance of the two random variables.
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TABLE V
FACE VERIFICATION ACCURACY OF CNN [73] FINETUNED WITH AFFINE

AND SIMILARITY GEOMETRIC ALIGNMENTS ON YOUTUBE FACES

DATASET.

Original Affine Similarity
alignment alignment

.973 .974 .977

clustering using complete linkage and cosine distance. The

features are then used as activations of a convolutional neural

network (CNN) [73] which is fine-tuned on the Megaface

dataset [74] for similarity transform facial alignment (See

Table V for the effect of the fine-tuning).

Facial landmarks are localized by an ensemble of regression

trees [75] which provides decent facial point localization at

real-time speed even on a single core CPU. The faces are

aligned using similarity transformation. Head orientation is es-

timated by Random Regression Forests [76] trained on AFLW

dataset [77]. Body pose is tracked using Realtime Multi-Person

2D Pose Estimation using Part Affinity Fields [78] which can

run at 10fps on an Nvidia GeForce GTX 1080 graphics card

and can handle arbitrary poses, occlusion, and motion blur.

Facial expressions (sadness, happiness, surprise, disgust,

anger) are estimated from aligned face regions using a CNN

consisting of four convolution layers, two pooling layers,

and three fully connected layers. The network achieves clas-

sification accuracy of 0.705 among five expression classes

on the Facial Expression Recognition Challenge dataset [79].

More detailed facial information is extracted using the Open-

Face toolkit [80] which implements a Constrained Local Neu-

ral Field (CLNF) deformable model for gaze tracking [81]

and additional Support Vector Machine and Support Vector

Regression models trained on the merged SEMAINE [82],

DISFA [83], and BP4D [84] data for facial action unit detec-

tion.

Visual valence and arousal models were trained on the

RECOLA database [63]. These models reuse activation fea-

tures from the fully connected layers of the facial expres-

sion network (CNN-fc5 for the first fully connected layer

and CNN-fc6 for the second). The per-frame features are

compressed using PCA17, basic statistics are computed from

a temporal window (mean, variance, minimum, maximum),

and statistics from several neighboring frames are compressed

again using PCA. The models built on these features are linear

regressors trained with Concordance Correlation Coefficients

(CCC)18[70] objective function and weight decay. The results

on the training and validation parts of the RECOLA database

from AV+EC 2016 Challenge [85] are shown in Table VI.

D. Linked Data and Knowledge Graph

MixedEmotions Toolbox intends to exploit (emotion-

related) information across different sources (i. e., emotion

analysers for text, audio, video). To enable this capability,

17Principal Component Analysis
18CCC is similar to the Correlation Coefficient, but it also considers

the mean and variance of the two random variables.

TABLE VI
PERFORMANCE (CCC) OF THE VIDEO EMOTION RECOGNITION USING

CNN ON AV+EC 2016 CHALLENGE DEVELOPMENT SET. FEATURES

VIDEO-APPEARANCE AND VIDEO-GEOMETRIC WERE PROVIDED AS

BASELINES BY THE CHALLENGE ORGANIZERS.

Valence Arousal

Video Appearance .474 .483
Video Geometric .612 .379

CNN-fc5 .512 .532
CNN-fc6 .498 .585

Linked Data principles have been investigated to define pro-

tocols and approaches to link the information of these sources

to each other [86]. In the MixedEmotions Toolbox, the JSON

Linked-Data (JSON-LD) format has been used for this task

(Section III-D1). The use of linked data formats allows us to

easily connect resources to common sense knowledge captured

in knowledge graphs such as DBpedia [50] (Section III-D2).

1) Linked Data Representation: The MixedEmotions Tool-

box follows a linked data approach in its services. The pillars

of this approach are: (i) a representation model for all types

of annotations covered by the toolbox (sentiments, emotions,

suggestions), (ii) a means to uniquely identify annotations,

(iii) a representation format to capture those annotations, (iv)

a common interface for services within the toolkit to allow

communication between them, and (v) a set of tools that unites

all these aspects and enables the creation of new services.

This section briefly covers these aspects, focusing on the

representation.

The representation model includes all the concepts in the

domain (social post, entity, emotion) and their properties or

relationships (e. g., post has emotion, emotion is of category

happy). Rather than creating an ad-hoc model for each domain,

linked data principles encourage reusing already existing mod-

els. These models are also referred to as ontologies, vocabu-

laries, or specifications. There are three vocabularies that are

very relevant for sentiment and emotion annotation: Marl [87]

(to annotate and describe subjective opinion), Onyx [88] (to

annotate and describe emotions) with interoperability with

Emotion Markup Language (EmotionML) [89] and NLP In-

terchange Format (NIF) 2.0 [90] (a semantic format and API

for Natural Language Processing services). Moreover, the

Onyx vocabulary provides a meta-model of emotions,

i. e., instead of defining a set of categories or dimensions

for emotions, it provides a meta-model so that different

models can be defined and uniquely identified. It also

contains definitions for the emotion models (vocabularies)

in Emotion-ML and WordNet-Affect. Hence, annotators

and service developers can be specific about what emotion

models they are using (e. g., Ekman’s big-6 categorical

model,Russel’s Circumplex model, etc).

Nevertheless, these models alone may not cover all the

possible needs of possible use-cases for the the MixedEmo-

tions Toolbox. Therefore, additional concepts (e. g., sugges-

tions, multi-results that include several entries and multimedia

results) are defined, and the final proposed model (named

the “MixedEmotions model”) contains existing models (Marl,

Onyx, NIF) and their extensions. This model uses NIF as the
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foundation for annotation of NLP results. NIF also provides

different URI Schemes to identify text fragments inside a

string, e. g., a scheme based on RFC5147 [91], and a custom

scheme based on context. To this end, texts are converted to

RDF19 literals and a URI20 is generated so that linked data

annotations can be defined for that text. The same idea can also

be applied to annotate multimedia [92]. The combination

of Onyx’s meta-models of emotion with the homogeneous

multimedia annotation can be leveraged for automatic

conversion and fusion of multimodal results [93].

To serialize these annotations, the MixedEmotions tool-

box uses a common JSON-LD (JSON for Linked Data)

schema. JSON-LD is a way of encoding Linked Data

as JSON which provides a balance between semantic

expression and ease of use for developers [94]. Moreover,

this format is a good fit with the REST API that NIF defines

for Natural Language Processing (NLP) services with stan-

dardized parameters. The MixedEmotions API adds several

new concepts and parameters to those originally included in

NIF, to cover the broad scope of the toolbox. It also establishes

JSON-LD as its standard serialization format.

Lastly, these concepts are tightly integrated in the devel-

opment kits and libraries provided by the MixedEmotions

Toolkit. A notable example is Senpy21, a linked data

framework for NLP services [95]. The aim of Senpy is to

allow researchers to effortlessly turn their NLP analysis

(e. g., sentiment and emotion analysis) into semantic web

services. It also provides a series of common features

that complement the services by leveraging their inherent

semantics, such as automatic emotion model and format

conversion, normalization of results and pipelining of

several analysis. Senpy has been extensively used in the

development of several modules of the MixedEmotions

Toolbox.

Listing 1 (in the Supplementary Materials) illustrates the

semantic representation in a comprehensive example that

includes multimodality (audio, video and text), fusion, and

conversion of annotation. In particular, this example covers

the analysis of the first two seconds of a video (located at

http://example.com/video.mp4), and fusion of the

three modalities. Since fusion requires all modalities to use

the same dimensional emotion model, a conversion service

exploits the semantic representation of emotion models

in each annotation to find the appropriate conversion

mechanism. As a result, the text results are converted form

a categorical model to a dimensional one.

2) Knowledge Graph (KG): Knowledge graph theory uses

graphs for the representation of concepts such as in medical

and sociological texts [96]. The cumulation of such graphs

can work as decision support system that can document

the consequences of actions. The combination of knowledge

graphs with concept models [97] led to the development of

ontologies, which focused on the logical relations of concepts

instead of words.

19Resource Description Framework
20Uniform Resource Identifier
21https://github.com/MixedEmotions/senpy

Fig. 2. Knowledge Graph module architecture.

For a long time, knowledge graph theory was used for

specific tasks: modeling of ecosystems or in linguistics for

analyzing content of books [98]. Recently, the increasing pop-

ularity of linked data and the emergence of knowledge bases

made large and general purpose knowledge graphs possible,

such as Google’s Knowledge Graph, which is a compilation

of facts and figures that provides contextual meaning to its

searches [99]. In the MixedEmotions Toolbox, we provide a

KG module that can be used to provide insights into relations

between recognized entities using semantic knowledge from

DBpedia [50]. The Entity Extraction and Linking module

identifies entities mentioned in the analyzed resources, and

then the KG module links them to the entities in DBpedia,

so more specific information can be obtained about them

(see Supplementary Materials: entities). Once the relations

are extracted and filtered to keep the relevant ones only,

they are stored in an Elasticsearch22 database alongside other

content metadata such as emotion annotations, where they can

be readily visualized (e. g., using the Kibi graph browser,

see below). The resulting KG contains the extracted enti-

ties, their specifications and related information, and the

relations among them. The KG module is managed by a

REST API, and needs an index in the Elasticsearch database

that contains both the source text and the entities extracted.

It can be queried by exploiting the REST API, so other

modules can retrieve parts of the graph; in addition, it

can be navigated through the Kibi graph browser (see

Supplementary materials: Kibi browser).

The architecture of the KG module consists of five main

parts: the Database, the DBpedia crawler, the Processing

module, the Web server that exposes a REST interface, and

the Kibi graph browser:

• Database: Elasticsearch repository stores information

processed by other modules as well as KG module.

• DBpedia crawler is responsible for crawling information

from DBpedia, that is, related entities in the Database

22Elasticsearch provides a distributed, multitenant-capable full-text search
engine with an HTTP web interface and schema-free JSON documents.
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that are identified by the Entity Extraction and Linking

module.

• Processing module filters the extracted information and

splits it by type. The Entity Extraction and Linking

module assigns one of the three types to the recognized

entity: Person, Organization, and Location. Each type is

processed separately so they can be stored in separate

indexes. As the extracted information is not always

‘clean’ (it can wrongly be classified as a certain type

of entity), the module applies customized filters for each

type of entity to reduce the number of wrongly classified

entities. Apart from writing the extracted information

to the Database, the KG module automatically defines

links between entities, adds the mapping of relations to

Elasticsearch, and creates Kibi dashboards for each type

of entity as well as a dashboard for the graph browser.

• Web Server allows monitoring and control of the KG

module externally through a REST API.

• Kibi graph browser is a very powerful platform for

interactive, exploratory big/streaming data discovery and

alerting, with specific focus on exploration/leveraging of

relationships across datasets. It performs ‘on the fly’

analytics on the collected entities and processed data

stored in Elasticsearch. The Kibi graph browser provides

the capability to visualize connections between entities

and explore existing connections based on relations in

DBpedia.

E. Social network analysis

In general, sentiment and subjectivity are quite context-

sensitive [100]; The meaning of a particular piece of content

(e. g., a tweet, a Facebook status, or a blog post) may only be

fully understood when its social context is taken into consider-

ation. In fact, social context has an effect on the behaviour of

users in social networks [101]. Recent work has demonstrated

the existence of certain patterns in relationships in social

media, which is explained by several social theories [102]. One

notable example is social influence [103], which pertains to

behavioural changes due to perceived relationships with other

people, organizations and society in general.
Detecting and characterising social contexts and the emo-

tions that are expressed therein has multiple applications.

First, the detection of the most relevant shared content (e. g.,

tweets or posts), users (e. g., influencers), and groups of

users (communities) provides a path for micro-analysis of

opinions in brand monitoring [104] and content recommen-

dation scenarios. Second, emotion propagation patterns can

be used for both analysis and prediction of expected social

influence of a message [105], [106], [107], [108]. Those same

patterns may also indicate false information or rumours [109].

Finally, social features can improve sentiment analysis and

emotion detection [110], [111]. This can be specially relevant

in microblogging based social networks such as Twitter, where

the short length of the content makes the task very complex.
‘Scanner’ as a module in the MixedEmotions Toolbox that

provides a standalone framework for crawling and analysing

Twitter contents to perform social network and emotion anal-

ysis. It is capable of calculating different social metrics (e. g.,

Fig. 3. Architecture of the Social Context Analysis module ‘Scanner’.

content metrics, group metrics, temporal metrics, influence

metrics). The architecture of this module is depicted in Fig.3.

F. Decision fusion

Since within the MixedEmotions Toolbox, emotions can

be extracted from diverse modalities (video, audio, text) and

sources, there is a need to combine extracted results and

yield a final (more reliable) estimate. For this, the decision

fusion module accepts the outputs (in the MixedEmotions

JSON-LD format) of modules that represent emotions in terms

of continuous arousal and valence (irrespective of modality),

and combines them by a weighted average of the values.

The choice of classifier fusion (vs. feature fusion) is to keep

modules independent of each other, and the choice of weighted

average is because each modality may contribute differently to

recognizing emotions (for example, it is known that valence

can be recognized better via facial monitoring, while arousal

can be recognized better via speech monitoring). Weights can

be learned offline, set manually, or have the same values.

IV. USE CASES OF THE MIXEDEMOTIONS TOOLBOX

The MixedEmotions Toolbox has been tested in the context

of three concrete use cases (Emotion-driven Smart TV, Brand

Reputation Analysis, Call Center Monitoring) to verify its

usefulness.

A. Emotion-driven Smart TV

In this use case, an emotion-driven recommendation engine

is developed. The purpose of this engine is to use emotion

signals to enhance traditional content- and user-based recom-

mendations for TV programs. More specifically, the Apache

Mahout open-source recommender in conjunction with video

material published by the broadcaster Deutsche Welle is fed

with emotion predictions of the MixedEmotions Toolbox. For
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each of Deutsche Welle’s videos, the following contents are

used for the emotion analyzer:

• the video’s title and description text

• the transcription of the video’s soundtrack23

• twitter messages relating to the video’s topics

• the video’s soundtrack itself

For each of these contents, the distribution of emotions was

calculated using MixedEmotions emotion detection modules

for the appropriate modality and fed into the recommendation

engine. This was done alongside classical features such as

keywords and the percentage of the video duration that the

viewers actually watched.

The resulting recommendations were used to present view-

ers of Deutsche Welle’s Apple TV application with sugges-

tions of video contents to watch from two categories:

1) Eudaimonic content — intriguing/challenging videos

2) Hedonic content — joyful/entertaining videos.

These categories are based on recent research into media

consumption [112], [113]. The idea is to give viewers the

possibility to choose from these two distinct categories de-

pending on their current mood, where they either prefer purely

joyful content (e. g., travel and lifestyle) or more intriguing

content (e. g., documentaries about conflicts or confrontational

interviews). In the Supplementary Materials (dw-snapshot), a

snapshot of the emotion analysis of videos of Deutsche Welle’s

programs after fusing transcription, audio, and tweet analysis

is presented. In this case, the fusion is based on the collective

histograms from different modalities. If the histogram is

skewed toward positive valence, the content is Hedonic,

and if it is skewed toward positive arousal, it is considered

as Eudaimonic.

An A/B test is conducted to verify whether the addition

of emotion signals helps to identify videos that a viewer is

more likely to prefer — and therefore watch to the end.

1227 users registered and 79 videos were selected as part

of the experiment. After a user watches a video, a user has

the option to classify it as Eudaimonic or Hedonic and the

recommendation engine prepares two sets of videos based on

their Eudaimonic and Hedonic contents. A ‘hit’ is counted

when the user selects a video from the same emotional

content as the previously-shown video. Overall, 9060 videos

were watched. The results are presented in Table VII, and

shows that, users tend to watch videos that were proposed by

the emotion-driven recommendation engine to a fuller extent

(99 % of Hedonic and 92 % of the Eudaimonic video’s total

duration was actually watched) compared to videos where the

recommendation engine did not make use of emotion predic-

tions (88 % and 86 % respectively). Moreover, the performance

of classification (Eudaimonic or Hedonic) is 86 %.

In another study, also we investigated if acoustic-based emo-

tional features of a video can help to predict the popularity of

that video [114]. We have used the ‘Audio processing’ module

to extract acoustic features. We could achieve 70 % accuracy

on recognizing popular vs. non-popular content only using

seven features. For more information please refer to [114].

23using https://github.com/MixedEmotions/MixedEmotions/wiki/m17.-
Speech-to-text-by-Phonexia

TABLE VII
THE AVERAGE PERCENTAGE OF THE SUGGESTED VIDEOS WATCHED BY

USERS

Mood Category Without Emotions With Emotions

Hedonic 88 % 99 %
Eudaimonic 86 % 92 %

TABLE VIII
PERFORMANCE OF DIFFERENT APPROACHES FOR SENTIMENT

RECOGNITION (3-CLASS TASK) IN TERMS OF UNWEIGHTED AVERAGE

RECALL (UAR), EVALUATED ON TWO CZECH CALL CENTERS.

Method language Call Center 1 Call Center 2

(i) acoustic Multi-lingual .344 .431
(i) acoustic Czech .370 .449
(ii) keywords Czech .381 .359
(iii) sentiment English .438 .496

B. Call Center Monitoring

Call center Monitoring is the second use-case, which mostly

relies on emotion analysis from speech. Call centers offer

a promising natural space for emotion mining and analysis.

On a daily basis, each agent in a call center encounters

customers with different emotions and moods. Recognition of

these emotions will help to write better scripts for call center

agents that can soothe negative emotions and lead to higher

customer satisfaction.

To embed the emotion analysis functionality into this use

case, three approaches were considered: (i) acoustic-based

valence recognition with multilingual and Czech models24

(ii) analysis of the automatic transcription of the audio, based

on the list of pre-defined positive and negative keywords and

phrases, and (iii) sentiment recognition on the translation of

the transcriptions using the statistical machine translation

(SMT) module (Section III-A4b). This later approach is an

extension of approach (ii) using methods of natural language

processing that consider also the context of the utterance. In

this case, we used the Phonexia sentiment analyzer, which

is a Long Short-Term Memory Recurrent Neural Network

(LSTM-RNN) fed with word2vec word embeddings25.

The system produces the posterior probability of positive

sentiment for each sentence, which is then mapped to one

of the sentiment classes (positive, negative or neutral). In

the Supplementary Materials (call-center), we provided a snap

shot of this tool.

Acoustic-, keyword- and sentiment-based systems were

evaluated on Czech call center data. Transcriptions were au-

tomatically translated to English so that the above-mentioned

English sentiment analyzer (which is trained on English cor-

pora) can be applied. The results for 3-class sentiment recog-

nition (positive, neutral, negative) are provided in Table VIII.

As the results suggest, sentiment analysis on the translated

transcriptions outperforms the acoustic- and keyword-based

systems.

24https://github.com/MixedEmotions/MixedEmotions/wiki/m23.-Audio-
Emotion-extraction-by-Phonexia

25http://www.fit.vutbr.cz/∼imikolov/rnnlm/
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C. Brand Reputation Analysis

Brand Reputation analysis is the third use-case that uses the

MixedEmotions Toolbox to implement an application for the

assessment of the perceived reputation of a brand or product

on the web. Its main objective is to mine selected sources of

information and provide human interpretable results that can

be investigated by the person in charge of the brand.

This use-case monitors Twitter and YouTube, and pro-

cesses textual and audio contents to evaluate sentiments and

emotions. Entities and the distribution of languages are also

extracted. Human-readable results are visualized at real-time

using Kibi to compare between different brands and to study

emotions and sentiments regarding different dimensions such

as hashtags, YouTube channels, or locations. A snapshot of

the Kibi for emotion distribution for a Brand is provided in

the Supplementary materials (brand reputation).

V. CONCLUSIONS

In this paper, we introduced a free, open-source, and mul-

timodal toolbox for emotion analysis: the ‘MixedEmotions

Toolbox’. The toolbox includes functionalities for text, audio,

and video processing with the aim of emotion recognition.

Three use cases were described: Emotion-driven Smart TV

(emotion-based recommendation), Brand Reputation Analysis

(monitoring reputation of a brand from tweets and YouTube

videos), and Call Centre Monitoring (monitoring emotion of

customers in a help-desk setting). In the future, we hope

to see contributions to the release and will ourselves update

further functionality aiming beyond improved robustness and

increases in efficiency — multimedia data is often ‘big’, but

it is always emotional!
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[89] M. Schröder, P. Baggia, F. Burkhardt, C. Pelachaud, C. Peter, and
E. Zovato, “EmotionML – an upcoming standard for representing
emotions and related states,” in Affective Computing and Intelligent

Interaction, ser. Lecture Notes in Computer Science, S. D’Mello,
A. Graesser, B. Schuller, and J.-C. Martin, Eds. Springer Berlin
Heidelberg, 2011, vol. 6974, pp. 316–325.

[90] S. Hellmann, J. Lehmann, S. Auer, and M. Brümmer, “Integrating NLP
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I. INTRODUCTION

Sentiment analysis is a blooming field of research and
application, fueled by the popularity of social media and
the need to make sense of collective opinions [1]. A vast
number of sentiment analysis tools and services have emerged
in recent years. Most of these tools and services use ad-
hoc representation and schemas. This heterogeneity not only
prevents reusing tools, but it also hinders the establishment
of common terminology and models. Initiatives like NLP
Interchange Format (NIF) [2] paved the way to standardiza-
tion by publishing a semantic format and an API for NLP
services. Thence, applications like the NIF combinator [3]
appeared, demonstrating that a semantic format eases the
integration of different services. Other works have applied this
notion to multimodal sentiment analysis by extending NIF
with existing and new ontologies [4]. The new ontologies
for emotion representation enable a better and unambiguous
annotation, as well as other interesting applications such as
automatic mapping of emotions between different models (e.g.
from Plutchik’s categories to the Valence-Arousal-Dominance
space). However, the concepts behind ontologies and linked
data publishing are unfamiliar to both the linguistic community
and developers. As a consequence, there are still few solutions
in the field that use semantic technologies. This is a known
problem that motivated the creation of JSON-LD [5].

The contributions of this paper are: (i) Senpy, a generic
framework for NLP services based on the vocabularies NIF,
Marl and Onyx; (ii) the architecture of a service in this
framework; (iii) the reference implementation of the Senpy
architecture, which follows a plug-in architecture and demon-
strates the practical feasibility of the framework [6], as well as
several plugins for custom algorithms and wrappers of popular
services; (iv) the extensive use of the reference implementation
in a big data sentiment in the context of a big data sentiment
analysis platform and other research projects.

The ultimate goal of this work is to ease the adoption of
the proposed linked data model for sentiment and emotion
analysis services, so that services from different providers
become interoperable. With this aim, the design of the ref-
erence implementation has focused on its extensibility and
reusability. A modular approach allows organizations to re-
place individual components with custom ones developed in-
house. Furthermore, organizations can benefit from reusing
prepackaged modules that provide advanced functionalities,
such as algorithms for sentiment and emotion analysis, linked
data publication or emotion and sentiment mapping between
different providers.

The rest of this paper is structured as follows. Section II
introduces the main concepts behind Senpy and its linked data
approach. Section III describes the architecture of the Senpy
framework. Section IV describes the reference implementation
of the framework. Section V illustrates how this architecture
and existing tools can be used to develop and use an emotion
analysis service; Lastly, Section VI presents our conclusions
and future work.

II. BACKGROUND

A key aspect of Senpy is its linked data approach. Its model
is based on the following specifications:

• Marl [7], a vocabulary designed to annotate and de-
scribe subjective opinions expressed on the web or in
information systems

• Onyx [8], which is built on the same principles as
Marl to annotate and describe emotions, and pro-
vides interoperability with Emotion Markup Language
(EmotionML) [9]

• NIF 2.0 [2], which defines a semantic format and API
for improving interoperability among natural language
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processing services NIF follows a linked data princi-
pled approach so that different tools or services can
annotate a text. To this end, texts are converted to RDF
literals and an URI is generated so that annotations
can be defined for that text in a linked data way.
NIF offers different URI Schemes to identify text
fragments inside a string, e.g. a scheme based on
RFC5147 [10], and a custom scheme based on context.
In addition to the format itself, NIF 2.0 defines a REST
API for Natural Language Processing (NLP) services
with standardized parameters.

The integration of these ontologies has been covered
in previous works [4]. For the sake of clarity, Listing 1
provides an example of annotation by a sentiment anal-
ysis service. In particular, it consists of the analysis of
a microblog post with the text “The example they used
was really good, I really enjoyed it” and whose URL
is http://microblog.com/User1/Post1. The ser-
vice response shown in Listing 1 indicates that an opinion
(:Opinion1) has been detected. The properties of the en-
tity are shown as well. Finally, it provides details of the
analysis, such as the algorithm used, its confidence, polarity
range and provenance (using the PROV-O ontology [11]).
Note that a query to the service has the following format:
http://{endpoint}?i={text}&prefix={prefix}.

<http://microblog.com/User1/Post1#char=0,49>

rdf:type nif:RDF5147String, nif:Context;

nif:beginIndex "0";

nif:endIndex "75";

nif:isString "The example they used in their last paper

→֒ was very clear, I really liked it";

marl:hasOpinion :Opinion1.

:Opinion1

rdf:type marl:Opinion;

marl:describesObject "paper";

marl:describesObjectPart "example";

marl:describesFeature "clarity";

marl:polarityValue "0.8";

marl:hasPolarity: marl:Positive;

prov:wasGeneratedBy :Analysis1.

:Analysis1

rdf:type marl:SentimentAnalysis;

marl:maxPolarityValue "1";

marl:minPolarityValue "-1";

marl:algorithm "dictionary-based";

prov:wasAssociatedWith http://www.gsi.dit.upm.es/.

Listing 1: NIF + Marl output
of a service call http://senpy.cluster.gsi.dit.upm.es/api?i=The
example they used in their last paper was very clear, I really
liked it&prefix=http://microblog.com/User1/Post1#

III. FRAMEWORK

This section describes a framework for natural language
processing services, with a special focus on sentiment and
emotion analysis.

The main component of a sentiment analysis service is the
algorithm itself. However, for the algorithm to work, it needs to
get the appropriate parameters from the user, format the results
according to the defined API, interact with the user when errors
occur or more information is needed, etc. All this boilerplate
of sorts, albeit essential for the service, is a burden on service
developers. The situation is even worse when dealing with

different algorithms at the same time, which usually requires
developing and deploying them separately. For this reason,
Senpy proposes a modular and dynamic architecture that
allows: i) implementing different algorithms in an extensible
way, yet offering a common interface, ii) offering common
services that facilitate development, so developers can focus
on implementing new and better algorithms. Furthermore, it
fosters the creation of common tools such as service validators,
evaluation suites and testing tools.

The framework covers all the aspects of developing, pub-
lishing and using a sentiment analysis service. These aspects
are grouped into layers. In addition to giving a clearer view
of the components of a service, separating the framework in
aspects serves another purpose: it later helps with transfer-
ring this modularity to its implementations. Finally, modular
implementation fosters the creation of new services and func-
tionalities by reducing the cost of adding new features and
algorithms.

As of this writing, we have identified five different layers:
the Analysis Layer includes the core NLP process and the
libraries to connect it to the rest of the layers; the Semantic
Layer deals with conceptual models and their integration; the
Syntactic Layer handles issues such as formatting, serialization
and input/output validation; the User Interface (UI) is the
way in which users interact with services; the Evaluation
Layer allows users to benchmark different algorithms; and the
Service Administration Layer offers tools and information to
control running services. Figure 1 depicts these layers and the
main components within each of them. The rest of this section
describe each layer in detail.

The Analysis Layer includes those components that are
directly involved in generating new annotations for a given
input. More specifically, it comprises the implemented analysis
algorithms and the libraries used in the implementation that
are responsible for integrating one particular algorithm with
the rest of the components. For instance, a specific service
may include one or more sentiment analysis algorithms to
choose from, a Named Entity Recognition algorithm, a gender
detection algorithm, etc. Each of these algorithms should be
developed independently from the rest, and should contain only
the logic that concerns the generation of new annotations. The
interface between every algorithm and the rest of the layers is
well defined. The set of libraries that implement this interface
are the Senpy SDK, which is also part of the framework.

The Semantic Layer provides semantic consistency to the
service and adapts the results from the Analysis Layer to every
request. To exemplify the role of this layer, let us consider
the case of an emotion analysis service. The Analysis Layer
of this service would consist of at least one implementation
of an emotion analysis algorithm. This algorithm generates
annotations using Ekman’s six categories. In a traditional
service, this would mean that the output of the service could
only contain these categories. If an application requires a
different representation, such as the VAD (valence, arousal,
dominance) dimensional model, the conversion of the results
is external to the analysis service. In a Senpy service, the
Semantic Layer could include mappings to transparently adapt
the annotations to the desired representation. In addition to
mappings and conversion, the Semantic Layer could include
other steps, such as validation and inference.
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The lowest level of abstraction corresponds to the Syntactic
Layer. Its role is to validate and adapt input from and output
to the user. On the input side, it extracts all the necessary
information from every request, and processess it so that it
is understood by other layers. If there is an error in the
request, such as missing parameters or wrong syntax, this layer
communicates it to the user. When the output from other layers
is ready to be sent back to the user, the Syntactic Layer formats
it using the appropriate is to validate both the input and the
output of the service, to process the input so that it can be
understood by other layers, and to process the output so that
it has the requested format and structure.

The User Interface (UI) Layer handles the interactions
between users and the service. The way in which users make
requests and receive the results back is different depending on
the medium used. For instance, the same underlying analysis
could be accessed through a Command Line Interface (CLI)
and a web service (Web UI). This difference should be
transparent to developers. Hence, the main task of the UI
Layer is to gather requests from the user, forward them to
the rest of the framework, and then adapt the output to the
medium in use. Another element in this layer is the Playground
aspect, which will be explained further in Section IV. The
main idea behind it is that users want to experiment with new
services before integrating them in their workflow or using
them programmatically. The Playground is a simple UI that
presents users with all available algorithms and options, and
guides them through their use.

All previous layers cover functional aspects, i.e. developing
a service and allowing users to make requests. The last two
layers in this section cover aspects that do not concern users
but developers and service administrators.

A key aspect of developing a new analysis algorithm is to
evaluate it and compare it to others. The Evaluation Layer
contains benchmarking and evaluation tools. Evaluation is
facilitated by the fact that the framework imposes a common
API. i.e., services of the same type will use the same annotation
scheme and will be called in the same way. Using the common
API and a set of gold standard corpora, it is possible to evaluate
and compare different algorithms. The same concept applies
to testing.

Lastly, the Service Administration Layer includes aspects
useful to maintain a service and control its lifecycle. Some of
its main functions would be: logging, which is used to control
execution and find possible errors; resource manager, to control
processing, memory and storage consumption; usage statistics,
for an overview on how the service is being used; process
monitoring, to control what tasks are running and when; and
configuration manager, to view and change the parameters
used in the service, such as activating or deactivating modules
within the service.

IV. REFERENCE IMPLEMENTATION

Providing a reference implementation of the conceptual
framework serves three main purposes. Firstly, it allows us
to assess the feasibility and completeness of the framework.
Secondly, it acts as a showcase of the purpose and the concepts
behind the framework. Thirdly, it can be used as a reference
or gold standard for future implementations.

Fig. 1: Senpy framework. Each layer represents a functional
block in a service.

The architecture of the reference implementation consists
of two main modules: Senpy core, which is the building block
of the service, and Senpy plugins, which contain the code
for each analysis algorithm. The modularity of the architec-
ture serves the overall goal of Senpy of providing seamless
integration of different analysis algorithms while minimizing
code duplication and development effort. Several plugins may
coexist in the same service, accessing different resources and
algorithms while benefiting from the nurturing environment of
the common platform. Figure 2 depicts a simplified version
of the processes involved in an analysis with Senpy. The
following sections describe each component of the architecture
in further detail.

The implementation is fully Open Source and published on
GitHub1, and a live demo is publicly available2.

A. Core

As its name implies, the core of Senpy provides the main
functionalities of the platform: an HTTP server/CLI interface,
parameter extraction and validation, serialization of results
using different formats and an abstraction and publication of
results as Linked Data. It manages the lifecycle of plugins as
well, orchestrating their execution and all interaction with the
user. To better understand the features of the core, let us follow
a typical analysis request from a user.

First of all, there are two ways in which a user may want to
run their analysis: as a one-off local process or as a service. For

1http://www.github.com/gsi-upm/senpy
2http://senpy.cluster.gsi.dit.upm.es
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Fig. 2: Modules involved in an analysis with the reference implementation of Senpy

one-off commands, Senpy provides a command line interface
(CLI), configurable via arguments. For long running processes
or services, Senpy provides an HTTP server. In this case, users
send their requests using HTTP queries to the server. Both the
CLI and HTTP server use an API aligned with NIF, but using
a JSON-LD representation and a JSON-schema by default.
This difference makes it friendlier and more appealing to
developers, as well as compatible with a wider range of tools.
The API defines the parameters that are allowed (Table I),
and is complemented by the extra parameters that each plugin
declares in its definition (see Listing 2 for an example).

parameter description

input(i) serialized data (i.e. the text or other formats, depends

on informat)

informat(f) format in which the input is provided: turtle, text

(default) or json-ld

outformat(o) format in which the output is serialized: turtle (de-

fault), text or json-ld

prefix(f) prefix used to create and parse URIs

emodel(e) emotion model in which the output is serialized (e.g.

WordNet-Affect, PAD, etc.)

minpolarity (min) minimum polarity value of the sentiment analysis

maxpolarity (max) maximum polarity value of the sentiment analysis

language (l) language of the sentiment or emotion analysis

domain (d) domain of the sentiment or emotion analysis

algorithm (a) plugin that should be used for this analysis

TABLE I: Parameters of an Emotion or Sentiment analysis
service using Senpy

Senpy uses these parameters in every request to extract all
parameters from the request, and to warn the user whenever
there are missing parameters.

If the basic arguments provided are correct, Senpy uses its
selection algorithm to determine the plugin that will receive
the request. Typically, users select the plugin manually using
the algorithm parameter. Senpy will then check if the extra
parameters defined in the selected plugin are met as well. If
this validation succeeds, the plugin is asked to run an analysis,
using the validated parameters.

Senpy leverages different ontologies (e.g. Marl, Onyx) to
represent different types of information. For simplicity, the

main types of results as well as their required and optional
properties have been defined using JSON schema. This means
that results are provided in a documented format that can also
be validated before passing them to the user. Plugins use these
models to return their results.

Once the analysis is done, its results are further modified
before they are returned to the user. First of all, values are
transformed to fit the parameters specified by the user. For
instance, when a plugin uses a sentiment value in the interval
(-1, 1), and the user requested a value in the (0, ) interval. This
phase is very useful when dealing with emotions. Senpy has
several mappings from dimensional models to categories, and
vice versa. An example of this can be seen in Section V.

Lastly, Senpy generates the final results in the appropriate
format, including metadata and proper URI identifiers, so it
can be published as Linked Data.

For convenience, Senpy includes a web interface to test
all available plugins: the Senpy Playground (Figure 3). The
Playground lists all available services, and dynamically adds
fields for every parameter they accept, such as language.

B. Plugins

The components in the Analysis Framework from Figure 1
are plugins in the implementation. Hence, each plugin repre-
sents a different analysis process. For instance, we may have
a plugin for emotion analysis using WordNet-Affect, and a
plugin for sentiment analysis using SVM and the Sentiment140
corpus. In future versions of the implementation we plan to
extend plugins to also cover components in other layers of the
architecture.

A plugin is defined by two elements: a definition file and
the plugin code. The definition file can be written in JSON
or YAML (a JSON superset), and has the .senpy extension.
It contains important information about the plugin such as:
name, version, location of the plugin code, parameters needed
and attributes of the plugin. Listing 2 shows the description file
of an example plugin, which we will use in Section V. In this
description we see that the plugin accepts an extra parameter
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Fig. 3: Senpy Playground web interface.

in requests, language. When not provided, this parameter
defaults to en. It also contains an attribute specific to this
plugin, default_value, which determines the default value
for words that are not found in ANEW.

Listing 2: Plugin definition using YAML

---

name: EmoTextANEW

module: emotextANEW

version: "0.1"

description: "Emotion classifier using rule-based

→֒ classification."

extra_params:

language:

aliases:

- language

- l

default: en

options:

- es

- en

required: true

default_value: [0,0,0]

The module attribute indicates the module that will
be loaded. In this case, that module corresponds to the
code in Listing 3. A Senpy (Senpy) plugin has to imple-
ment three methods: activate, for allocation of resources;
deactivate for their release; and analyse, which takes
the user-supplied parameters and performs the analysis. Re-
source allocation may seem needlessly complicated, but it
is an important process when dealing with models that take
gigabytes of memory. Section V covers the creation of a this
specific plugin in more detail.

There are three main states in the lifecycle of a plugin:
unloaded, inactive and active. Only active plugins can be used
in requests. For a plugin to be active, two things have to

happen. First, the core has to load it. Once a plugin has been
loaded, it gets in the inactive state. In this state, a plugin is
listed by the core, but the variables necessary for analysis may
not have been initialized. When a plugin is loaded, a special
method in the plugin is called that initializes these variables. If
the activation process is successful, the plugin enters the active
state and can be used by users. If there are errors during the
activation, the plugin remains inactive and all errors are logged.
Active plugins can also be deactivated, which puts them in the
inactive state again and should free up any variables that were
initialized during activation.

To exemplify this process, let us consider the case of
a sentiment analysis that uses a naive bayes classifier. This
plugin requires a trained classifier to analyze text. However,
when the plugin is loaded the classifier is not ready yet. The
classifier is trained upon activation. Training may take a long
time, depending on the size of our corpus and the features used.
For this reason, changes of state are asynchronous operations
for the core. When the activation finishes, our plugin will
be automatically marked as active. Meanwhile, the core may
handle other requests. Once our plugin is active, we can use
it to analyze text. When our plugin is no longer needed, we
may deactivate it. Deactivation will free up the memory used
by the trained model.

Releasing resources when a plugin is not needed means
that many resource hungry plugins can be loaded at the same
time, and only activate them when they are needed. Resource
initialization during activation also means that plugin variables
will be consistent after it is activated. On the other hand, it also
means that costly operations, such as training a model, have
to be repeated several times. To avoid repetition and speed up
start-up time considerably, Senpy ships with a special type of
plugins that provide persistence. These persistent plugins have
access to special variables that can be used to store the results
of costly operations. When these variables are used, the plugin
automatically checks the filesystem for a saved version of the
variable. If if does, it loads the variable. If not, the plugin runs
the appropriate operation and stores the value of the result in
the filesystem.

The reference implementation Senpy has been validated
by implementing wrappers to several available sentiment and
emotion services, such as Sentiment 140 [12], Meaning-
Cloud [13], Cogito [14], Vader [15] and Paradigma [16].

V. USE CASE

In this section we briefly cover the process of using Senpy
in a real scenario. Our use case is a Big Data platform that uses
a series of NLP services on social media. In fact, the scenario
is a simplification of one of the pilots in the MixedEmotions
project. This platform is made up of several modules from
different parties. Some of them are existing NLP and sentiment
analysis services. The rest of the modules depend on one
or more of these analysis services. Integrating the different
modules and their interfaces would require a big effort from
every parties involved. Senpy reduces the cost of integration
with its common interface and tools.

Figure 4 depicts the main elements. There are two parts
in the platform of this use case. Firstly, there is a live brand
monitoring dashboard. The dashboard shows the opinions of
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Fig. 4: Using Senpy in a Big Data Sentiment Analysis Platform

social media users about a brand. For this, it uses an external
sentiment analysis service (sentiment140 3), to annotate social
media content with opinions. Secondly, there is a social context
analysis module that finds the most influential users and
content, as well as the evoluation of emotion of all relevant
users. The social context analysis module uses a NER (named
entity recognition) module to gather only relevant content, and
an emotion analysis module to annotate the emotions in the
content. Social media content is provided by a separated mod-
ule, labeled Crawler in Figure 4. A server running senpy will
provide the NER, Sentiment and Emotion Analysis Analysis
services.

Instead of accessing the external sentiment analysis service
directly, we choose to use a custom sentiment analysis service
in senpy that acts as a wrapper/proxy to the actual service. The
main advantage of this approach is that it avoids having to deal
with more than one API and schema for NLP service. Addi-
tionally, we gain access to all the extra capabilities of Senpy,
such as the polarity conversion, benchmarking and service
evaluation. Developing the wrapper is very straightforward and
requires very little code 4.

The emotion analysis analysis relies on the ANEW [17]
lexicon to analyze the emotion in text, using a simple bag-
of-words approach. Turning this code into a Senpy plugin is
trivial, and merely a matter of implementing the analyse

method. We have already covered the description file in
Listing 2. The accompanying code is shown in Listing 3.

Listing 3: Code for the EmoTextANEW plugin

from os.path import dirname, abspath

from senpy.plugins import SenpyPlugin, tokenize

from senpy.models import Results, EmotionSet,

Emotion, VAD

from emotextanew import Analyser

class EmoTextANEW(SenpyPlugin):

def activate(self, *args, **kwargs):

self._local_path = dirname(abspath(__file__))

3http://www.sentiment140.com/
4https://github.com/gsi-upm/senpy/tree/master/senpy/plugins/sentiment140

self._analyser = Analyser(self._local_path)

def deactivate(self, *args, **kwargs):

del self._analyser

def analyse(self, params):

r = Results.from_params(params)

for i in r.entries:

es = EmotionSet()

e = Emotion()

valence = 0

arousal = 0

dominance = 0

for j in i.nif__isString:

# Find V,A,D for each word

v, a, d = self._analyser.get_vad(j)

valence += v

arousal += a

dominance += d

e[VAD.arousal] = a

e[VAD.valence] = v

e[VAD.dominance] = d

es.onyx__hasEmotion.append(e)

i.emotions = es

return results

Since ANEW uses the VAD emotion model, that is what
our plugin will use as well. Normally, this would mean users
would need to use the VAD model themselves. However, since
we are using Senpy to publish our service, we can make
use of its additional features, such as mapping of emotion
models. Emotion mapping can be used by setting the emodel
parameter in the request. Listing 4 shows the response to a
request using the WordNet-Affect model. Notice the addition
of the emotion category (joy) based on the VAD dimensions.
In particular, the conversion from VAD to WordNet-Affect
categories is based on centroids [18]. The information about
the centroids is displayed in the results, which together with the
use of the provenance ontology makes the process transparent
and repeatable.

Listing 4: Requesting an emotion analysis with a different
emotion than the one provided in the plugin.

{

"@context": "http://senpy.cluster.gsi.dit.upm.es/api/

→֒ contexts/context.jsonld",

]

"analysis": [

{

"analysis": [

{

"@id": "EmoTextANEW_0.1",

"@type": "onyx:EmotionAnalysis",

"onyx:usesEmotionModel": "onyx-anew:ANEWModel"

},

{

"@id": "ANEW_Mappings_0.1",

"@type": "onyx:EmotionAnalysis",

"onyx:usesEmotionModel": "wnaffect:WNAModel"

"centroids": {

"wnaffect:anger": {

"A": 6.95,

"D": 5.1,

"V": 2.7

},

"wnaffect:disgust": {

"A": 5.3,

"D": 8.05,

"V": 2.7

},

"wnaffect:fear": {

"A": 6.5,

"D": 3.6,

"V": 3.2

},

"wnaffect:joy": {

"A": 7.22,
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"D": 6.28,

"V": 8.6

},

"wnaffect:sadness": {

"A": 5.21,

"D": 2.82,

"V": 2.21

}

}

}

],

"entries": [

{

"emotions": [

{

"onyx:hasEmotion": [

{

"prov:wasGeneratedBy": "EmoTextANEW_0.1",

"onyx-anew:arousal": 5.0,

"onyx-anew:dominance": 5.62,

"onyx-anew:valence": 6.23,

},{

"prov:wasGeneratedBy": "ANEW_Mappings_0.1",

"onyx:hasEmotionCategory": "wn-affect:joy"

}]

}

],

"language": "en",

"nif:isString": "I am feeling excited"

}

]

}

This section illustrates how easy it is to develop a new
service from scratch and to integrate it in a bigger scenario.
As shown in Listing 3, a plugin code is made up entirely of
the analyse function, which almost perfectly matches the
pseudocode of the algorithm. This succinct code provides a
web service and a CLI tool that does parameter extraction and
validation automatically. Furthermore, the platform provides
additional features such as automatic linked data conversion
and publication or mapping of emotions. Finally, the common
interfaces and schemas provide loose coupling to the platform.
This means that once a module is adapted for senpy to make
use of a service, it can be made to use any equivalent service
just by pointing it to a different endpoint.

VI. CONCLUSIONS AND FUTURE WORK

The sentiment and emotion analysis community would
highly benefit from a common framework for service and
language resources. Such a framework would ease adoption,
development, integration and evaluation of services. A linked
data approach further adds to these benefits, but its use needs
to be transparent to users and developers.

This paper proposes a generic framework that combines
both worlds and a reference implementation of that framework
that is currently being used in MixedEmotions5, a European
R&D project. The linked data model for sentiment and emotion
services is based on the combination of NIF, Marl and Onyx
vocabularies. Moreover, a number of parameters (e.g. min, max
and e) have been defined following NIF Service specification
so that sentiment and emotion service calls are interoperable.

We want to increase the adoption of the framework and
to foster a community approach, where most plugins and
features are provided by third parties. For this reason, we are
currently working on easing the development of new plugins,
and on making it possible to create plugins for any part of the

5http://mixedemotions-project.eu/

framework. Other lines of research would be the connection
between different plugins (e.g. pipelining), the integration of
the framework with other distributed and big data systems, and
the addition of authentication and rate limiting.

In conclusion, the framework proposed in this paper has
already proven useful in a multilingual sentiment analysis
scenario. It has enabled the integration of multiple services
from different parties and eased the creation of novel algo-
rithms. This new approach paves the way for new testing
and validation tools, as well as advanced capabilities such as
deployment in high availability and cluster environments.
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Abstract

Sentiment analysis in social media is harder than in other types of text due
to limitations such as abbreviations, jargon, and references to existing content
or concepts. Nevertheless, social media provides more information beyond text,
such as linked media, user reactions, and relations between users. We refer to
this information as social context. Recent works have successfully leveraged
the fusion of text with social context for sentiment analysis tasks. However,
these works are usually limited to specific aspects of social context, and there
have not been any attempts to analyze and apply social context systematically.
This work aims to bridge this gap by providing three main contributions: 1) a
formal definition of social context; 2) a framework for classifying and comparing
approaches that use social context; 3) a review of existing works based on the
defined framework.

Keywords: sentiment analysis, social context, social network analysis, online
social networks

1. Introduction

Recent years have witnessed the rise of social media. Platforms such as
Twitter or Facebook have become the de facto way to share thoughts and opin-
ions with a wide audience [41]. Studies of Twitter usage show that about 19%
of tweets contain a reference to a brand or product, 20% of which also show
some expression of brand sentiment [39]. As a consequence, companies and
researchers have grown interested in social media as a way to monitor public
opinion. The sheer amount of social media content makes it impractical or im-
possible to manually process it. Hence, automatic sentiment analysis has grown
very popular.

Sentiment analysis has been applied for many years in other types of opin-
ionated content, such as online reviews or news articles. However, social media
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content poses several unique challenges to natural language processing in gen-
eral, and to sentiment analysis in particular [64]. Some of these challenges are
imposed by the very nature of social media platforms, such as limited length and
relying on associated media. Other difficulties are caused by the characteristics
of human interaction in these types of media. e.g., short attention span, need
for immediacy, and use of specialized language. The result is a type of text that
is short, full of jargon or abbreviations, ephemeral, and rife with references to
contextual information.

There are different approaches to sentiment analysis in social media [3, 71,
14]. Most techniques are content-centric. They exploit specific linguistic char-
acteristics of social media, just like previous research has done for other media
(e.g., news articles) and domains (e.g., movie reviews). Some works try to over-
come abbreviations and short texts in social media by finding external sources
to link text to, such as news articles [32] or Wikipedia pages [29]. Other works
leverage the specific language in these media by finding cues for sentiment (e.g.,
smileys and hashtags) [21]. When the textual content is also accompanied by
multimedia, such as images or videos, the sentiment information in these media
obtained with multimodal analysis [69] may also be exploited.

Nevertheless, these approaches fail to use the fact that information shared
on social networks is not isolated. The meaning of a particular piece of content
(e.g., a Tweet, a Facebook status or a blog post) may only be understood when
its context is taken into consideration. This context includes visible information
such as previous content that belongs to the same conversation, previous inter-
actions between users, or people that interacted with the content (e.g., by liking
it). It also includes seemingly unrelated social features. For instance, some
demographic factors such as age and gender have been shown to correlate with
sentiment and vocabulary [89], and they have been used to improve sentiment
classification [37].

New sentiment analysis techniques are starting to incorporate the fusion of
information from text and social context. Social context has also been intro-
duced in other fields related to sentiment analysis, such as spam detection, where
clues to identify spammers are usually hidden in multiple aspects of context,
such as previous content, behavior, relationship, and interaction [15]. Unfortu-
nately, the definition of social features, the methods employed to extract them,
and how they are applied to sentiment analysis tasks vary greatly from work
to work. These differences in notation and approaches are taxing, which makes
comparing different works harder.

Thus, further research is needed to delve more deeply into the notion of
social context and the fusion of social context with traditional textual sentiment
analysis. This work seeks to answer the following questions:

• Q1. What is social context?

• Q2. Can social context improve sentiment analysis?

• Q3. What elements of social context are more relevant for sentiment
analysis purposes?
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As a result, the contributions herein are threefold. First, this work proposes
a formal and general definition of social context. Secondly, a framework to
compare existing works in the field is proposed. In this framework, each work is
described using a multi-level taxonomy that classifies each approach in terms of
the proposed definition of social context, and other factors such as the machine
learning techniques applied. Thirdly, the state of the art in sentiment analysis
using social context is organized and compared using the defined framework.
Moreover, the results reported by each work in the analysis have been aggregated
and analyzed, to simplify the comparison of approaches.

The remaining of this paper is structured as follows. Section 2 presents an
overview of the state of the art in sentiment analysis prior to social context,
and an introduction to social network analysis; Section 3 introduces a formal
definition of social context; Section 4 presents the framework for comparison
of approaches to sentiment analysis using social context; Section 5 provides an
overview of the state of the art, using the framework presented in the previous
section; Lastly, Section 6 discusses the main conclusions drawn from this work
and future lines of research.

2. Related Work

This section is overview of relevant work in the fields of sentiment analy-
sis and social network analysis. Each field is discussed in a separate section.
The former discusses different approaches in sentiment analysis, including deep
learning and ensemble techniques. The latter introduces Social Network Anal-
ysis (SNA), and it focuses on community detection due to its importance in
several of the works reviewed.

2.1. Sentiment Analysis

Although sentiment analysis has been an active research topic for decades, it
has grown in popularity with the advent of online opinion-rich resources [64]. In
turn, these resources have also added their own set of limitations and challenges.

Over the last two decades, numerous works have explored sentiment analy-
sis in different applications and using different approaches. These approaches
can be grouped into machine learning, lexicon based, and hybrid [71]. Of the
three, machine learning techniques and hybrid approaches seem to be domi-
nant [3, 65, 90], and lexicon techniques are typically incorporated into machine
learning approaches to improve their results. Machine learning approaches ap-
ply a predictor (a classifier, or an estimator) on a set of features that represent
the input. The set of predictors is not very different from those used in other
areas. Instead, the complexity in these approaches lies in extracting complex
features from the text, filtering only relevant features, and selecting a good
predictor [78].

One of the most straightforward features is the Bag Of Words (BOW) model.
In BOW, each document is represented by the multiset (bag) of its constituent
words. Word order is disrupted, and syntactic structures are broken. As a
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result, a great deal of information from natural language is lost [94]. Therefore,
various types of features have been exploited, such as higher order n-grams [63].
A more sophisticated feature is Part of Speech (POS) tagging [30]. In it, a
syntactic analysis process is run, and each word is labeled (tagged) with its
syntactic function (e.g., noun). Additionally, syntactic trees can be calculated.
Using these trees, the words in the input can be rearranged to a more convenient
position while still conveying the same meaning. Note how these two types of
features only rely on lexical and syntactical information. For this reason, they
are sometimes referred to as surface forms.

Surface forms can also be combined with other prior information, such as
word sentiment polarity [28, 11, 44, 54, 57]. This prior knowledge usually takes
the form of sentiment lexicons, i.e., dictionaries that associate words in a domain
or language with a sentiment. Some lexicons also include non-words such as
emoticons [40, 36] and emoji [60]. These alternative forms of writing have been
shown very useful, as they can dominate textual cues and form a good proxy
for text polarity [36].

The use of lexicon-based techniques has many advantages [82], most of which
stem from their combination with other methods. For instance, it is possible
to generate lexicons that are domain dependent or that incorporate language-
dependent characteristics. Lexicons and syntactic information can also be com-
bined with linguistic context to shift valence [68]. On the other hand, there are
several disadvantages to lexicon approaches. First, creating lexicons is an ardu-
ous task, as it needs to be consistent and reliable [82]. It also needs to account
for valence variability across domains, contexts, and languages. These depen-
dencies make it hard to maintain domain-independent lexicons. An alternative
to retain independence while encoding domain, language, and context variabil-
ity is through semantic representation of the lexical resources in the form of
ontologies. An ontology can encode both lexical [52] and affective [81] nuances,
both in the lexicons and in the automatic annotations [9]. This is especially
useful for aspect-based sentiment analysis, as the differences between aspects
can be incorporated into the ontology [91].

In recent years, new approaches based on deep learning have shown ex-
cellent performance in Sentiment Analysis [19, 5]. In contrast with traditional
techniques, deep learning techniques learn complex features from data with min-
imum human interaction. These algorithms do not need to be passed manually
crafted features: they automatically learn new complex features. The downside
is that the quality of the features heavily depends on the size of the training
data set. Hence, they often require large amounts of data, which is not al-
ways available. They also raise other concerns such as interpretability [51, 49]
or its inability to adapt to deal with edge cases [51]. In the realm of Natural
Language Processing (NLP), most of the focus is on learning fixed-length word
vector representations using neural language models [42]. These representations,
also known as word embeddings, can then be fed into a deep learning classifier,
or used with more traditional methods. One of the most popular approaches in
this area is word2vec [55]. The downside of these methods is that they require
enormous amounts of training data. Luckily, several researchers have already
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applied these methods to large corpora such as Wikipedia and released the
resulting embeddings.

Lastly, it is also possible to combine independent predictors to achieve a
more accurate and reliable model than any of the predictors on their own. This
approach is known as ensemble learning. Many ensemble methods have been
previously used for sentiment analysis. Ensemble methods can be classified ac-
cording to two main dimensions Rokach [73]: how predictions are combined
(rule-based and meta-learning), and how the learning process is done (concur-
rent and sequential). A new application of ensemble methods is the combi-
nation of traditional classifiers based on feature selection and deep learning
approaches [3].

2.2. Social Network Analysis and Community Detection

Social Network Analysis (SNA) is the investigation of social structures [62].
It provides techniques to characterize and study the connections between people,
and their interactions. SNA is not limited to Online Social Network (OSN), but
to any kind of social structure. Other examples of social network would be a
network of citations in publications or a network of relatives. Through SNA
techniques, it is possible to extract information from a social network that may
be useful for sentiment analysis, such as chains of influence between users, groups
of like-minded users, or metrics of user importance.

There are several ways in which SNA techniques can be exploited in senti-
ment analysis, but most of them fall under one of two categories: those that
transform the network into metrics or features that can be used to inform a
classifier; and those that limit the analysis to certain groups or partitions of the
network.

A simple example of metrics provided by SNA could be user’s follower in-
degree (number of users that follow the user) and out-degree (number of users
followed by the user), which could be used as features for each user [79]. How-
ever, these metrics are not very rich, as they only cover users directly connected
to a user, and it does so in a very naive way: all connections are treated equally.
Other more sophisticated metrics could be used instead of in/out-degree, such
as centrality, a measure of the importance of a node within a network topology,
or PageRank, an iterative algorithm that weights connections by the importance
of the originating user. Several works have introduced alternative metrics for
user and content influence in a network [33, 59].

The second category of approaches is what is known either as network parti-
tion or as community detection, depending on whether the groupings may over-
lap. Intuitively, community detection aims to find subgroups within a larger
group. This grouping can be used to inform a classifier, or to limit the analysis
to relevant groups only. More precisely, community detection identifies groups
of vertices that are more densely connected to each other than to the rest of the
network [66]. The motivation is to reduce the network into smaller parts that
still retain some of the features of the bigger network. These communities may
be formed due to different factors, depending on the type of link used to connect
users, and the technique used to detect the communities. Each definition has
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its own set of characteristics and shortcomings. For instance, if users are con-
nected after messaging each other, community detection may reveal groups of
users that communicate with each other often [22]. By using friendship relations,
community detection may also provide the groups of contacts of a user [25].

The reader is referred to other publications [66, 61] for further details of the
different definitions of community and algorithms to detect them.

3. A Definition of Social Context

This section introduces a novel definition of social context and its compo-
nents. The definition is focused on OSN aspects, and it is based on previous
definitions and on the observed usage of social context features in the state of
the art.

Since the inception of Twitter and its API in late 2006, several works have
used social features to complement text [6]. This section aims to introduce a
general definition of social context that both encompasses existing definitions
and formalizes the loose or implicit definitions used in most works.

To the best of our knowledge, the first formal definition of social context was
introduced by Lu et al. [50]. They defined the social context of a set of Reviews
R as the triple C(R) = 〈U,A, S〉, of the set of reviewers U , the authorship
function A, and the social network relation S. Although their work is focused
on reviews, it identifies the three main entities of this social context: the content
(review), the content producer (the author) and the user-relations (the social
network relations). Later works have also referred to social context in different
terms [93, 58], but a formal definition is seldom provided. For instance, Ren and
Wu [72] define both Social Context and Topical Context, based on the graph
of relations and their adjacency matrix. Namely, Social Context is defined as
GS = {u, S}, where u is the set of users and S is the adjacency matrix between
users, and Topical Context is defined as Gt = {t, T}, where t is the set of topics,
and T is the adjacency matrix of topics.

Based on these definitions, and our analysis of the state of the art, we have
identified four types of elements that make up Social Context (Fig. 1): content
(C), users (U), relations (R) and interactions (I). These elements are related
as follows.

Users are connected through relations and interactions. Relations are sta-
ble connections between two or more users (Ru). There are multiple types of
relations, such as friendship, or belonging to the same group. Some types of
relations are undirected or mutual, like kinship, whereas others are directed or
asymmetrical, such as liking and following relations. Interactions appear when
a user communicates with others (Iu). The types of interactions include di-
rect messages, replies, and user mentions. Most of these types also involve the
creation of content. When a user creates or posts new content, an authorship
relation between the user and the content is formed (Ruc). New content may
also be related to existing content (e.g., as a reply or a mention, Rc), or to other
users (e.g., the user is mentioned in the content, Ruc). Users may then interact
with the newly created content (Iuc), by replying to it, liking it, saving it, etc.
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Iu Iuc

RcRucRu

User Content

Figure 1: Model of Social Context, including: content (C), users (U), relations (Rc, Ru and
Ruc), and interactions (Iu and Iuc).

All elements are rich entities with different attributes. The specific attributes
that can be used depend on the type of element and the OSN. Content attributes
(e.g., text, creation date) and user attributes (e.g., name, age, gender) are com-
monly used. Although interaction and relation attributes are not as widespread,
they are also important. They provide information such as when the interaction
happened, or the weight of the relation. These attributes make it possible to
filter specific connections, and to apply algorithms that rely on weighted graphs.

An additional concept to take into account is temporal dependence. New
content is continuously created, and existing content is changed or removed.
Relations are similar, as they are forged and dissolved naturally; and users can
join, delete their accounts or become inactive. The relevance of social context
variation over time is illustrated in Section 4.3 with the introduction of dynamic
approaches.

These ideas about the elements of Social Context and their dynamic nature
are condensed in the following definitions. First, Definition 1 covers Social
Context as a whole and establishes its constituent elements.

Definition 1. Social Context is the collection of users, content, relations, and
interactions which describe the environment in which social activity takes place.
Namely:

SocialContext(τ) = 〈C,U,R, I〉(τ) = 〈C(τ), U(τ), R(τ), I(τ)〉

At any point in time τ : C(τ) is the set of content (Definition 2) generated
by these users; U(τ) is the set of users (Definition 3); I(τ) is the set of inter-
actions (Definition 5) between users, and of users with content; R(τ) is the set
of relations (Definition 4) between users, between pieces of content, and between
users and content.

This is a very general definition which only sets up the main elements, and it
relies on the definition of each element to fully characterize context. To simplify
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the notation in the remaining definitions, time dependence will be implicit from
here on: SocialContext = 〈C,U,R, I〉. This can be done without loss of gen-
erality. Whenever time dependence is relevant, we will refer to time-dependent
social context as dynamic social context and to time-independent social context
as static social context.

To illustrate the definitions, we will model an example of social context for
a sentiment analysis task on Facebook content. For this analysis, we only need
access to status updates by some users, and photos uploaded to a set of Facebook
pages (groups).

The first element in social context is content:

Definition 2. The collection of content is defined as:

C = {ct,i | t ∈ Tc} (1)

Where Tc are all the types of content available, and each ct,i is a piece of
content of a certain type t. Each piece of content should be unambiguously
identified by its type and an identifier (i).

Our example context only includes two types of contents: status updates
and photos. Each type of content may be given some attributes. Some of these
attributes are common, such as the creation date. Others are specific for that
type, such as the keywords for status updates, and the link to the image file for
photos. Additionally, each photo and each status has to be given an identifier,
which may also be the one given by the Facebook API. So far, the context
defined is not very useful, as it would only allow us to analyze the sentiment of
the status updates and the photos (using other modalities).

The next element in Social Context is the collection of users in the network.

Definition 3. Let the set of users be:

U = {u1, u2, . . . , un} (2)

Where each ui is a specific user that is unambiguously identified by its user
identifier i. Each user may have one or more roles. The set of roles for a user
is:

ρ(ui) = {t | ρt(ui) = 1, ui ∈ U, t ∈ Tρ} (3)

Where Tρ are all possible roles in a context, and ρt(ui) is a function that
determines whether user ui has been assigned role t.

Roles define the function of users within the network. They usually restrict
the type of interactions and relations a user may have, and with what content
and users. e.g., online fora have the role of topic moderators, in addition to
regular users. The aim of moderators is to decide what content should be
allowed, to edit it, and to manage users that misbehave. Hence, new relations
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(e.g., edited-by) and interactions (e.g., ban) are available to this specific role. If
the user is a moderator of more than one topic, several roles will apply.

Our example context will include the profiles of the users in our study and
their attributes. Since we are only interested in age and location, users will just
have those attributes. Our users may also have roles. In our case, we will be
interested in page administrators. At this point, the lack of connection between
users and content hampers other types of analysis.

The categorization of connections in Social Context is based on the concept
of social ties in the social sciences, i.e., dyadic relations [8]. Social ties are
grouped into one of four categories: similarities, such as co-location or being
the same gender; social relations, such as kinship (e.g., family ties), role (e.g.,
friendship), or affection (e.g., liking); interactions, such as having talked to each
other, or harming one another; and flows, such as sharing information, beliefs,
or resources. For the sake of simplicity, and based on the use of context in
the state of the art, only two types of connections are modeled as part of Social
Context: relations (Definition 4) and interactions (Definition 5). The remaining
social ties (similarities and flows) can be modeled as an equivalent relation or
interaction, depending on the case. Similarities are not typically considered as
ties in themselves but rather as conditions or states that increase the probability
of forming other kinds of ties. Flows are typically inferred from interactional
and relational data [8] so, for the sake of simplicity, they can be thought of as
another type of relation or interaction.

Hence, relations are connections such as friendship, kinship, group member-
ship or liking each other, whereas interactions are connections such as getting in
touch, re-sharing each other’s content, etc. There are two main differences be-
tween relations and interactions that motivate their distinction. First, relations
are few and slow-changing, whereas interactions are plentiful and short-lived.
Secondly, content can be related to other content (e.g., a reply and the original
content), while interactions are always performed by a user agent.

Formally, relations and interactions are defined as follows:

Definition 4. Given a set of content C, and a set of users U . Relations are the
connections between users (Ru), between users and content (Ruc) and between
different content (Rc). Formally:

R ≡ {rt | t ∈ Tr} = Ru ∪Ruc ∪Rc (4)

Ru
t = {rut,ui,uj

| ui, uj ∈ U, ui 6= uj , t ∈ Tr,u} (5)

Ruc
t = {ruct,ui,cj

| ui ∈ U, cj ∈ C, t ∈ Tr,uc} (6)

Rc
t = {r

c
t,ci,cj

| ci, cj ∈ C, ci 6= cj , t ∈ Tr,c} (7)

Where Tr,c are the types of relations between two pieces of content, Tr,uc

are the types of relations between users and content, and Tr,u are the types of
relations between users.
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Definition 5. Given a set of content C, and a set of users U . Interactions are
the activities carried on by a user that involve either another user (Iu), or a
piece of content (Iuc). Formally:

I ≡ {it | t ∈ T i} = Iu ∪ Iuc (8)

Iut = {iut,ui,uj ,i
| ui, uj ∈ U, t ∈ Ti,u} (9)

Iuct = {iuct,ui,uj ,i
| ui ∈ U, cj ∈ C, t ∈ Ti,uc} (10)

Where Ti,uc are the types of interactions between user and content, Ti,u are
the types of interactions between users, and i is an identifier for the interactions,
as multiple interactions of the same type are possible.

With all elements defined, we can go back to the previous example of Social
Context on Facebook. From the possible types of relations between users (Ru),
we may add two: user friendship and kinship. These two relations would allow
us to group users that are closely related. To link users with content, we will
choose two types of user-content relations (Ruc): authorship, and mentions (i.e.,
the link between the content and the users it mentions). As for relations between
content (Rc), we may choose replies (i.e., the link between two pieces of content
when one mentions the other). Lastly, we will only have access to interactions
between users and content (Iuc) in the form of likes, reactions, and replies. Due
to technical limitations, we will not have access to user interactions, such as
direct messages.

The resulting example context would allow for richer analyses that exploit
information such as inferred groups of people based on how often they interact
with each other or appear in photos together. Sentiment analysis may exploit
prior knowledge about the sentiment of the user (via the authorship relation),
or even knowledge about the sentiment of friends and acquaintances (through
either relations or interactions between users). It may even be possible to find
people within the group that have changed the opinion of the people with whom
they interact.

Table 1 shows other types of user, content, relations and interactions found
in popular OSN. It includes common elements in the OSN analyzed in the
state of the art: Twitter, Weibo, Reddit, Facebook, blogging platforms and
Wikipedia.

The tabular format does not capture how different types of relations or
interactions are unique to certain types of content and/or user roles. We will
exemplify this fact using Facebook since it has different types of content and
users roles. In Facebook, we may consider four main types of content. There
are statuses, which are posts by users which are shown on their own profile
(i.e., user feed). Statuses are very rich, they may mention other users, include
location information, link to other content, or even express the mood of the
author. The visibility of the status is governed by the user’s privacy settings,
and the relationship of the user to others. For instance, privacy-minded users
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may make their statuses only available to their close friends, while other users
may make theirs public. Similarly, users can create pages, which are public
profiles created around a specific topic, such as a business, a brand, or a cause.
Pages are similar to user profiles, but they can be administered by one or more
users. Another type of content is photos, which may be linked to a user profile or
to a page. Photos can include information about the users that appear in them,
which creates a relation between the photo and the users. Events are a different
type of content that is used to organize gatherings and to give information about
them. Users may indicate whether they will attend, comment on the event, and
invite other users to join.

Users may interact with content to which they have access in different ways:
by liking it; by commenting to it, which creates new content that other users
may interact with; or by expressing their reaction or emotion to it, such as
surprise. These types of interaction are common for all types of content. Some
types of content provide other means of interaction, such as re-sharing of posts,
which allows users to share a post by other user in their own profiles.

The primary means for interaction between users is through content, either
by interacting with the content, e.g., users may reply to each other’s content, by
including other users in their content, e.g., by adding a mention in a comment
or a tag in a photo. Lastly, they may interact through special actions such as
poking each other, or through private instant messages. Since these interactions
are private, they have not been included in the table.

OSN
Content
(Tc)

User
roles
(Tρ)

Relations (Tr) Interactions (Ti)
User-
User
(Tr,u)

User-
Content
(Tr,uc)

Content-
Content
(tr,c)

User-
User
(ti,u)

User-
Content
(ti,uc)

Twitter Tweet User
Follow
Friend

Author
Mentioned
Favorite

Reply
Retweet

Mention
Reply

Reply
Retweet
Mention

Weibo Weibo User
Follow
Friend

Author
Mentioned
Favorite

Reply
Reshare

Mention
Reply

Reply
Reshare

Reddit
Post
Comment

User
Admin

Follow
Author
Mentioned

Link
Reply

Mention
Reply

Vote
Gild
Reply
Mention

Facebook

Status
Page
Comment
Photo
Event

User
Page
admin

Friend
Relative

Author
Admin
Fan
Own
Tagged
Attend
Like
React

Link
Reply
Contain

Mention
Reply
Tag

Comment
Re-share

Blog
Post
Comment

Author
Reader

Follow
Author
Like

Link
Reply

Mention
Reply

Reshare
Comment

Wiki
Page
Comment

Editor
Reviewer

-
Author
Edit
Review

Link
Parent
Reply

- Edit

Table 1: Types of Social Context elements in different OSN.

Some researchers are concerned that the typical follower-friend relation might

11

165



not be enough to capture the richness of relations in online media [20]. They
also propose researching into new multifaceted approaches which take into con-
sideration more aspects of the network simultaneously. Social context has been
intentionally defined with those approaches in mind. The definition of Social
Context can be interpreted in the form of sets, or in its equivalent graph form,
where users and content are vertices, and both relations and interactions are
edges. The graph form can be combined with different types of links (Tc, Tu,
Tr, Ti) to generate multiplex networks [27] (i.e. a multilayered network of users
and content), which can be exploited in multifaceted approaches.

To conclude, the usage of the social network [43] and the effect of the social
network on user behaviour [18] depend on other aspects such as cultural dif-
ferences, factual information and events. This type of information falls outside
the scope of social context, and will need to be encoded through other means
such as a knowledge graph, or a description of events. However, social context
will capture information such as language of a user or creation time of content,
which can be used to link the user or content to that external information. This
concept will be further explained in Sect. 4.2.

4. Framework for Research on Social Context in Sentiment Analysis

This section defines a novel framework to compare sentiment analysis ap-
proaches that exploit social context. The framework is centered around a multi-
levelled taxonomy for structuring research in the field. The first level refers to
the dataset used. The second level covers the scope of Social Context built from
the dataset. The third level covers machine learning methods applied. The
fourth level covers the type of social context used (static and dynamic). Each
level is further explained in a separate section.

4.1. Dataset

The datasets used for analyzing social context can be identified by several
characteristics. The first of them is the online social network from which the
data was gathered. Twitter predominates in this area, due to its relatively open
API and abundance of content. The second characteristic is the type of anno-
tation on content. Likewise, the third characteristic is the type of annotation
on users. In this work, we focus on sentiment (polarity), but other annotations
such as stance, emotion, and quality of the content are often used. In the case
of polarity, the classes used may also differ. i.e. positive (+), negative (−) and
neutral (0). The fourth, fifth, and sixth characteristics are the type of link be-
tween users, between pieces of content, and between users and content. These
links can stem either from a relation or from an interaction, as mentioned in
the definition of social context.

4.2. Context Scope

Researchers have to choose what information from their datasets to select for
the social context in their work. They may also complement the original data
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with information from external sources. As a consequence, every work employs
a different context. Nonetheless, a closer inspection reveals some patterns: some
elements are commonly used together (e.g., users and friendships), and some el-
ements are harder to obtain or rarer than others (e.g., follower-followee relations
are more common than retweets or favorites). As contexts get more and more
complex, they start including more unusual elements in addition to the more
basic ones.

Hence, we propose a classification of works based on the complexity or scope
of their context. Our proposal is inspired by the micro, meso and macro levels of
analysis typically used in social sciences [7]. The two differences are: 1) a level
of analysis is added to account for analysis without social context, and 2) the
meso level is further divided into three sub-levels (mesor, mesoi, and mesoe),
to better capture the nuances at the meso level. The result is shown in Fig. 2,
and the levels are:

Social Context Analysis

Micro Meso MacroContextless

Mesor Mesoi Mesoe
Figure 2: Taxonomy of approaches, and the elements of Social Context involved.

• Contextless: The approaches in this category do not use social context,
and they rely solely on textual features.

• Micro: These approaches exploit the relation of content to its author(s),
and may include other content by the same author. For instance, they may
use the sentiment of previous posts [1] or other personal information such
as gender and age to use a language model that better fits the user [88].

• Meso-relations (Mesor): In this category, the elements from the micro
category are used together with relations between users. This new infor-
mation can be used to create a network of users. The slow-changing nature
of relations makes the network very stable. The network can be used in
two ways. First, to calculate user and content metrics, which can later be
used as features in a classifier. e.g., a useful metric could be the ratio of
positive neighboring users [1]. Second, the network can be actively used
in the classification, with approaches such as label propagation [80].

• Meso-interactions (Mesoi): This category also models and utilizes inter-
actions. Interactions can be used in conjunction with relations to create
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a single network or be treated individually to obtain several independent
networks. The resulting network is much richer than the previous cate-
gory, but also subject to change. In contrast to relations, interactions are
more varied and numerous. To prevent interactions from becoming noisy,
they are typically filtered. For instance, two users may only be connected
only when there have been a certain number of interactions between them.

• Meso-enriched (Mesoe): A natural step further from Mesoi, this category
uses additional information inferred from the social network. A common
technique in this area is community detection. Community partitions may
inform a classifier, influence the features used for each instance [87], or be
used to process groups of users differently [22]. Other examples would
be metrics such as modularity and betweenness, which can be thought
of as proxies for importance or influence. Some works have successfully
explored the relationship between these metrics and user behavior, in order
to model users. However, these results are seldom used in classification
tasks.

• Macro: At this level, information from other sources outside the social
network is incorporated. For instance, Li et al. [48] use public opposi-
tion of political candidates in combination with social theories to improve
sentiment classification. Another example of external information is facts
such as the population of a country, or current government, which can
be combined with geo-location information in social media content. A
more complex example would be events in the real world or in other types
of media, such as television, which can be analyzed in combination with
social media activity [34].

The six levels of approaches are listed in increasing order of detail, measured
as the number of elements social context may include. The specific elements that
are available at each level are represented in Fig. 3. The essential elements have
already been covered in the definition of social context: content (C), users (U),
relations (Rc, Ru and Ruc), and interactions (Iu and Iuc). Social Context can
also be enriched through SNA with techniques such as community detection
(CD). Additionally, external sources of information can be used at a macro
level, such as facts or hyperlinks to external media, which are not part of the
definition of Social Context.

4.3. Dynamic approaches

Social context can be represented and analyzed as static or dynamic, as
mentioned in the definition. Static approaches present a quasi-static view of
social context and do not take its evolution into account. Note that this does
not prevent context from being updated at a later point. For instance, a user
label may be changed, or more content may be added. However, these changes
are not integrated into the model. In most of the works analyzed, context
is modeled as static. Conversely, dynamic approaches both use and need a
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Contextless Micro Mesor Mesoi Mesoe Macro

Media

Other
OSN

Facts
RuU

RucRc

C Iu

Iuc

SNA 

Figure 3: List of Social Context features available at each level of analysis

dynamic social context, as they exploit the changing nature of social networks.
These changes are an intrinsic part of the analysis and need to be part of the
model.

Although none of the surveyed works use dynamic social contexts for sen-
timent classification, several works use dynamic social context in tasks related
to sentiment analysis. Based on those and related works, we suggest dynamic
approaches for sentiment analysis may adhere to the following taxonomy, de-
pending on the parts of social context that are dynamic.

At the Micro-dynamic level, content is dynamic, and the changes in its
activity are taken into consideration. These changes could be the increase in
some metrics such as retweets and likes. For instance, the evolution in content
activity (number of retweets and mentions) can be used to classify content [96].

At theMeso-dynamic level, inter-personal communication starts to be appar-
ent and available. Several elements of the context can be studied in a dynamic
fashion. Two types of approaches could be considered, to subdivide this level.

First, approaches that focus on virality, and are content-centric. They use
the evolution of interactions, and the links between users in the network, to
measure and predict future activity, or to classify content according to the ac-
tivity related to it. This classification may be useful for sentiment analysis.
For instance, previous works have shown different types of content are linked to
different temporal patterns [96]. And by using certain features of content and
its activity, it is also possible to predict further spreading in the network (i.e., a
cascade) [17]. These content cascades are also linked to specific sentiments [2].
Garas et al. [26] could be relevant in this area, as it studies emotion persistence
in online communications (IRC).

Second, contagion-based approaches, which are user-centric. They focus on
user sentiment and emotion, instead of content. They apply social theories
and experimental results regarding sentiment and emotion contagion [35]. For
instance, a massive experiment on Facebook showed that emotional states can
be transferred to others via emotional contagion, leading people to experience
the same emotions without their awareness [45]. Hence, it may be possible

15

169



to improve the prediction of a user’s sentiment (and their content’s) by using
the sentiment of the content to which she is being exposed. On the other hand,
studies of social media activity regarding grassroots movements have shown that
social integration, as measured through social network metrics, increases with
their level of engagement and of expression of negativity [2]. This suggests a
connection between the groups to which a user belongs, and the sentiment the
user expresses. The connection could be exploited for user classification and, in
turn, for classification of the content created by them.

4.4. Analysis methods and Social Theories

Lastly, works differ in the type of classification performed. The options here
range from using traditional classification algorithms (e.g., random forest, SVM)
or neural networks, to network-based approaches such as label propagation.
However, two types of algorithms stand out from those of contextless analysis:
models that directly benefit from the networked nature of context, and deep
learning approaches. Several works also use a hybrid approach, where traditional
techniques are combined with network techniques, either via multiple processing
steps or by combining the techniques into one.

There are several ways in which algorithms could leverage the networks in
social context. Firstly, some algorithms are already network-oriented. Label
propagation, in particular, has shown promising results [80], and it can be made
to treat lexical resources and the subject of the analysis equally. Secondly, the
structure of the network can be directly incorporated into the learning process
through modified cost functions [38, 92]. Thirdly, the output of a classifier
can be later complemented with a network-based algorithm. For example, Li
et al. [48] apply standard classification, then tweets or users are clustered, and
within each cluster, every piece of content or every user are given the same label
according to different criteria (i.e., most confident result, majority label, and
weighted majority). Fourthly, a multi-step or ensemble classification strategy
can be used, where the structure of the network and social theories are used to
combine the results of different classifiers.

On the deep learning front, recent works are incorporating different types of
neural networks that have been used for contextless analysis and subjectivity
analysis [14], such as convolutional neural networks (CNN). At the same time,
concepts such as word embeddings have inspired network embedding as an al-
ternative way of including features from social context in the analysis [97]. The
range of features that can be captured through network embeddings is vast,
including several types of relations [13]. Moreover, new research is complement-
ing and extending node embedding (i.e., nodes are represented as vectors) with
other methods such as edge and community embedding [10]. In particular, com-
munity embedding has shown promising results in community prediction and
node classification [12].

In general, network approaches usually follow well-known social theories.
Social theories usually model how users with different views or status arrange
themselves in the network. In other words, they are rules of attachment. They
may also model how users behave.
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Some examples of social theories or attributes include homophily, consis-
tency, social balance, and status theory. Homophily [53] is one of the commonly
used theories in the works we have examined and in the social sciences. In simple
terms, homophily means a connection between two people is more likely when
they are similar in some aspects (i.e., birds of a feather flock together). Under
the hypothesis of homophily, when two users are connected, certain features can
be propagated. Consistency [50] usually means that users tend to maintain their
views over time. So, two pieces of content shared by the same user in a short
period are likely to express a similar sentiment or opinion if they are about the
same topic. The social status theory [47] models the balance of power in social
networks. It states that, if three nodes A, B and C form a clique, and the status
relation between A and B is the same as between B and C, it must also be true
of A and C. In other words, the superior of your superior is your superior, and
the inferior of your inferior is your inferior. Social balance models the balance of
opinions in cliques. The rules in social balance translate to: a friend of a friend
is a friend, and an enemy of my enemy is my friend. Tang et al. [84] presents
a more detailed explanation of social theories that can be used to mine social
media.

5. Review of Social Context and Sentiment Analysis works

This section is the result of reviewing the state of the art in using social con-
text for sentiment analysis. The review is composed of five subsections. The first
one presents and compares the different works that have been reviewed. The
second subsection describes and compares the datasets that have been used in
these works. The third subsection covers common social context features that
are useful for sentiment analysis. The fourth one presents a performance com-
parison of the works on different datasets. The last subsection discusses ways
in which sentiment analysis has been used to improve social network analysis.

5.1. Works

This section introduces recent works in the area of sentiment analysis that
use social context. The aim is to compare how social context is defined and
exploited in each of them. The main features of each of the works are sum-
marized in Table 2. The table shows the gradual introduction of interactions
to complement interactions, as works evolve from mesor to mesoi and mesoe
approaches. It also highlights the most commonly used types of elements and
social theories used.

To the best of our knowledge, the first work to make explicit mention of
social context in the context of sentiment analysis is Lu et al. [50]. Their goal
was to predict the quality of reviews, rather than their sentiment, but the work
is worth mentioning for three reasons. First of all, they provide the first formal
mention of social context in the sense covered in this work. Secondly, their
novelty is that they merge traditional features (text) with what they call Social
Network Features. They provide a categorization of features, including author

17

171



T
a
b
le

2
:
C
o
m
p
a
ri
so
n
o
f
w
o
rk
s
u
si
n
g
se
n
ti
m
en

t
a
n
a
ly
si
s
a
n
d
so
ci
a
l
co

n
te
x
t.

T
h
e
n
u
m
b
er

o
f
p
o
la
ri
ty

la
b
el
s
is

sh
o
w
n
in

p
a
re
n
th

es
es
.

R
e
fe
re
n
c
e

O
S
N

L
e
v
e
l

lu
lc

iu
.

iu
c

r
c

r
u
,
c

r
u

S
o
c
ia
l
T
h
e
o
ri
e
s

P
e
n
n
a
c
ch

io
tt
i
a
n
d

P
o
p
e
sc
u

[ 6
7
]

T
w
it
te
r

m
e
s
o
i

p
o
li
ti
c
a
l

o
ri
e
n
ta

ti
o
n
,

e
th

n
ic
it
y

p
o
la
ri
ty

(3
)

re
p
li
e
s,

re
tw

e
e
ts

re
tw

e
e
t

a
u
th

o
rs
h
ip

fr
ie
n
d
s

S
p
e
ri
o
su

e
t
a
l.

[8
0
]

T
w
it
te
r

m
e
s
o
r

p
o
la
ri
ty

(2
)

p
o
la
ri
ty

(2
)

a
u
th

o
rs
h
ip

fo
ll
o
w
e
r

T
a
n

e
t
a
l.

[8
3
]

T
w
it
te
r

m
e
s
o
i

p
o
la
ri
ty

(2
)

-
(m

u
tu

a
l)

m
e
n
ti
o
n

a
u
th

o
rs
h
ip

fo
ll
o
w
e
r

c
o
n
si
st
e
n
c
y
,

h
o
m
o
p
h
il
y

L
i
e
t
a
l.

[4
8
]

T
w
it
te
r,

F
o
ra

m
e
s
o
r
,

M
a
c
ro

st
a
n
c
e

(t
a
rg

e
ts
)

p
o
la
ri
ty

(2
)

st
a
n
c
e
(t
a
rg

e
ts
)

b
a
la
n
c
e
,

c
o
n
si
st
e
n
c
y

A
is
o
p
o
s
e
t
a
l.

[1
]

T
w
it
te
r

m
ic
r
o
,

m
e
s
o
i

p
o
la
ri
ty

(2
)

m
e
n
ti
o
n

a
u
th

o
rs
h
ip

fo
ll
o
w
e
r

H
u

e
t
a
l.

[3
8
]

T
w
it
te
r

m
e
s
o
r

p
o
la
ri
ty

(3
)

p
o
la
ri
ty

(3
)

a
u
th

o
rs
h
ip

fo
ll
o
w
e
r

c
o
n
si
st
e
n
c
y
a
n
d

c
o
n
ta

g
io
n

P
o
z
z
i
e
t
a
l.

[7
0
]

T
w
it
te
r

m
e
s
o
i

p
o
la
ri
ty

(2
)

re
tw

e
e
t

re
tw

e
e
t

a
u
th

o
rs
h
ip

m
u
tu

a
l

fo
ll
o
w
e
r

R
e
n

a
n
d

W
u

[7
2
]

T
w
it
te
r

m
e
s
o
r

p
o
la
ri
ty

(2
)

h
o
m
o
p
h
il
y

D
e
n
g
e
t
a
l.

[2
3
]

F
o
ra

m
e
s
o
r

p
o
la
ri
ty

(3
)

re
p
ly

fr
ie
n
d
s,

in
fe
rr
e
d

fr
ie
n
d
s

h
o
m
o
p
h
il
y
,

c
o
n
si
st
e
n
c
y

W
e
st

e
t
a
l.

[9
2
]

W
ik
i

m
e
s
o
i

p
o
la
ri
ty

(3
)

p
o
la
ri
ty

(3
)

v
o
te
s,

m
e
n
ti
o
n
s

a
u
th

o
rs
h
ip

so
c
ia
l
st
a
tu

s,
so

c
ia
l
b
a
la
n
c
e

Y
a
n
g
a
n
d

E
is
e
n
st
e
in

[9
7
]

T
w
it
te
r

m
e
s
o
i

p
o
la
ri
ty

(2
)

re
tw

e
e
t,

m
e
n
ti
o
n

re
tw

e
e
t

fo
ll
o
w

la
n
g
u
a
g
e

h
o
m
o
p
h
il
y

C
h
e
n
g
e
t
a
l.

[1
6
]

R
e
d
d
it

m
e
s
o
i

p
o
la
ri
ty

(2
)

re
p
ly

S
ix
to

e
t
a
l.

[7
9
]

T
w
it
te
r

m
e
s
o
i

p
o
la
ri
ty

(5
)

re
tw

e
e
t

fa
v
o
ri
te

fo
ll
o
w

X
ia
o
m
e
i
e
t
a
l.

[9
5
]

T
w
it
te
r

m
e
s
o
e

p
o
la
ri
ty

(2
)

a
u
th

o
rs
h
ip

fo
ll
o
w

e
m
o
ti
o
n

c
o
n
ta

g
io
n

18

172



and social network features, which are calculated with social network analysis.
Lastly, the network is used to extract constraints based on several hypotheses
of consistency (of authors, links, citations, and trust).

On a related note, Pennacchiotti and Popescu [67] leverage replies, retweets
and friendship relations to infer user attributes, such as ethnicity and political
orientation. Their definition of political orientation can be considered stance
detection. Although their work is implicitly motivated by a hypothesis of ho-
mophily, they do not make any mention of specific social theories, and no
constraints or rules based on them are constructed. Instead, classification is
achieved via Gradient Boosted Decision Trees.

Speriosu et al. [80] introduce an alternative approach to infer polarity that
exploits the networked nature of social context. They compare three different
approaches: a lexicon-based classifier (baseline), a maximum entropy classifier
and Label Propagation (LPROP). The best results were achieved with LPROP,
which is also appealing because it yields annotations for resources (e.g., lexicon),
content and users indistinctly.

Similarly, Tan et al. [83] use a network approach based on SampleRank
with a Markovian model. The model assumes that the sentiment of a given
user is only influenced by the sentiment label of tweets generated by that user
(consistency), and the sentiment of neighboring users (homophily).

Li et al. [48] compare an approach based on linguistic features with a com-
bination of linguistic features and social features (referred to as global social
evidence). The goal is sentiment analysis about political figures (targets) on
Twitter and fora. In their hybrid approach, users, targets and issues (topics
targets are vocal about) form a network. Three different hypotheses are then
exploited on the data: 1) global consistency on indicative target-issue pairs, 2)
global consistency on indicative target-target pairs, and 3) social balance. The
results are slightly better than the baseline in the case of Twitter and widely
better for forum data. A similar comparison of linguistic and social features is
made by Aisopos et al. [1]. In their work, several classification algorithms are
compared using different feature models, some of which include social context
features.

Hu et al. [38] are the first in our review to include a classification algorithm
specially tuned to incorporate social context. Their work is also interesting
because they overcome the fact that most existing datasets only contain texts,
which makes them unsuitable for social context analysis. They do so by com-
bining text datasets with the friendship graph extracted from Kwak et al. [46].

Other works focus on user classification, such as Pozzi et al. [70]. They
leverage connections in the network to infer user polarity, with highly positive
results. User connections can also be exploited for content polarity classification.
Ren and Wu [72] use both friendship and user-topic relations (calculated from
user tweets) to calculate user-topic polarity. In addition to friendship, Deng
et al. [23] use reply-to relations in online fora, as well as inferred friendship.
West et al. [92] showed that the assumption of homophily in networks can
improve polarity detection from short texts. They use social ties to infer the
stance of users in Wikipedia. In particular, they exploit the social balance and
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social status theories. They also point out the effect that the selection strategy
of training and testing nodes has on accuracy. Tang et al. [84] use similar social
theories to improve sentiment analysis on Twitter.

Lately, some works have introduced novel approaches such as Convolutional
Networks [97]. In doing so, they add new types of features such as network
embeddings, i.e., a vector representation of the network of a user, which can
be fed into a classifier. The motivation behind these embeddings is to leverage
language homophily in the analysis. Cheng et al. [16] follow in these steps, with
a similar premise using content from a different social network (Reddit). In this
case, the analysis also exploits the fact that comments are nested at different
levels.

5.2. Datasets

The usual drawback with sentiment analysis datasets is that they rarely
incorporate social context. This is either because social context was not taken
into consideration when the dataset was collected or because of data protection
policies and terms of use of the original OSN. The latter is usually easier
to circumvent, as these datasets usually have IDs or pointers to the original
resources, so that the necessary data can be recovered with the appropriate
credentials and access to the OSN. This process is known as hydration, and it
can be used to recover more data than was initially considered. i.e., it enables
the expansion of the social context. The limitation is the fact that resources can
be removed or made private before hydration. Table 3 shows basic statistics of
the datasets used in the works reviewed.

RT Mind [70] contains a set of 62 users and 159 tweets, with positive or
negative annotations. To collect this dataset, Pozzi et al. [70] crawled 2500
Twitter users who tweeted about Obama during two days in May 2013. For
each user, their recent tweets (up to 3200, the limit of the API) were collected.
At that point, only users that tweeted at least 50 times about Obama were
considered. The tweets from those users that relate to Obama were kept and
manually labeled by 3 annotators. The dataset contains ID of the tweet, ID of
the author, text of the tweet, creation time, and sentiment (positive or negative).

The OMD dataset (Obama-McCain debate) [77] contains tweets about the
televised debate between Senator John McCain, and then-Senator Barack Obama.
The tweets were detected by following three hashtags: #current,#tweetdebate,
and #debate08. The dataset contains tweets captured during the 97-minute
debate, and 53 after it, to a total of 2.5 hours. There were 3238 tweets from
1160 people. There were 1824 tweets from 647 people during the actual debate
and 1414 tweets from 738 people after it. Of those, only 1261 tweets, from 679
users, have sentiment annotations. The dataset includes tweet IDs, publication
date, text, author name and nickname, and individual annotations of up to 7
annotators.

The Health Care Reform (HCR) [80] dataset contains tweets about the run-
up to the signing of the health care bill in the USA on March 23, 2010. It was
collected using the #hcr hashtag, from early 2010. A subset of the collected
tweets were annotated with polarity (positive, negative, neutral and irrelevant)

20

174



Table 3: Datasets used in the experiments

Source Users Entries

RT Mind [70] Twitter 62 159
OMD [77] Twitter 679 1261
HCR-DEV [80] Twitter 806 1434
HCR-TEST [80] Twitter 806 1434
STS [31] Twitter 498 490
PF1901 [23] Forum 412 1901
MF1560 [23] Forum 320 1560
SemEval 2013 [56] Twitter 3813 3813
SemEval 2014 [76] Twitter 5749 5749
SemEval 2015 [75] Twitter 2379 2379
Ciao [85] Ciao 257682 10569
TASS [74] Twitter 158 68017
YANG2011 [96] Twitter 20M 476M
Li-Twitter [48] Twitter ? 4646
Li-Forum [48] Forum ? 762
AskMen [16] Reddit ? 1057K
AskWomen [16] Reddit ? 814K
Politics [16] Reddit ? 2180K

and polarity targets (health care reform, Obama, Democrats, Republicans, Tea
Party, conservatives, liberals, and Stupak) by Speriosu et al. [80]. The tweets
were separated into training, dev (HCR-DEV) and test (HCR-TEST) sets. The
dataset contains tweet ID, user ID and username, text of the tweet, sentiment,
target of the sentiment, annotator and annotator ID.

The Stanford Twitter Sentiment (STS) [31] contains manually annotated
tweets that mention a wide range of topics such as consumer products (40d, 50d,
kindle2), companies (aig, at&t), and people (Bobby Flay, Warren Buffet). The
version of the dataset used by Speriosu et al. [80] contains only 216 annotated
tweets, 108 of which tweets are positive, and 75 are negative. However, the
original paper [31] mentions 359 tweets with positive or negative sentiment.
These figures are aligned with the content of the dataset at the authors’ website1,
which also includes neutral tweets, to a total of 498 tweets by 490 authors. The
discrepancy should be noted, both because Speriosu et al. [80] use the reduced
dataset, and because they have released a collection of three datasets together
with the source code they used to process it2. The collection is well documented,
which might make it easier for other researchers to reuse their reduced dataset.

In their work, Deng et al. [23] include two datasets. The first dataset
(PF1901) is crawled from the “Election & Campaigns” board of a political

1http://cs.stanford.edu/people/alecmgo/trainingandtestdata.zip
2https://bitbucket.org/speriosu/updown/
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forum3, There are 1901 labeled posts in total written by 232 unique users from
March 2011 to April 2012. Out of those, 419 positive and 553 negative posts
are also labeled with associated candidates. The rest are considered neutral
or unsure. The second dataset (MF1560) is crawled from a military forum4,
containing 43 483 threads and 1 343 427 posts. In total, there are 1560 labeled
posts written by 320 unique users, out of which 437 positive and 618 negative
posts also had their topic labeled. The rest are considered neutral or unsure.

The collection of SemEval datasets originate from the competition set up
for the different editions of the International Workshop on Semantic Evaluation
(SemEval). SemEval includes several individual tasks, which focus on different
types of classification, on different types of data. For this paper, we focus on
the Tweet sentiment classification tasks. There is a dataset for each edition:
SemEval 2013 [56], SemEval 2014 [76], SemEval 2015 [75]. For each tweet,
the dataset contains the ID of the tweet, the ID of the author, and the sen-
timent label (positive, negative or neutral). To use the dataset, participants
are encouraged to hydrate it, using the tools provided by the organizers of the
competition.

The General Corpus TASS dataset is one of the three datasets created for
the Taller de análisis de sentimientos (workshop on sentiment analysis) [74].
The other two datasets are the SocialTV dataset and the STOMPOL dataset,
and they are focused on aspect based analysis. The dataset contains tweets in
Spanish, authored by 150 well-known personalities and celebrities of the world
of politics, economy, communication, mass media and culture. The original
corpus is released in XML format, and it includes date, author and ID of each
tweet.

The AskMen, AskWomen and Politics datasets Cheng et al. [16]5 contain
posts from popular subreddits (subcategories within the Reddit OSN6 with dif-
ferent topics and styles: AskWomen (814K comments), AskMen (1057K com-
ments), and Politics (2180K comments).

Yang and Leskovec [96] collected a dataset of nearly 476 million Twitter
posts from 20 million users covering eight months, from June 2009 to February
2010. Aisopos et al. [1] filter the dataset in their work down to 6.12 million
negative and 14.12 million positive tweets using emoticons. From those tweets,
they finally used a sample of 1 million tweets with each polarity.

Li et al. [48] collected datasets from two OSN: an online forum and Twitter.
The forum dataset was collected from the most recent posts at the “Elections &
Campaigns” forum (similarly to Deng et al. [23]), from March 2011 to December
2011. 97.3% of those posts subjective, i.e., they contain positive or negative
sentiments. The tweet data set was automatically collected by retrieving positive
instances with #Obama2012 or #GOP2012 hashtags, and negative instances

3http://www.politicalforum.com/elections-campaigns/
4http://forums.military.com/
5https://github.com/hao-cheng/factored_neural/
6https://reddit.com
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with #Obamafail or #GOPfail hashtags. All tweets where the hashtags of
interest were not located at the very end of the message were filtered.

Lastly, the Ciao dataset [85] includes opinions on the Ciao website7 in May
2011. The authors started the collection of the dataset with a set of most active
users and then did a breadth-first search until no new users could be found. The
sentiment in the dataset is expressed with a 5-star rating system.

5.3. Features

This section briefly covers some of the features that can be extracted from
social context at different levels.

5.3.1. Micro features

At the micro level, features may be related to the content author, or to the
content itself. From the user, the main set of features is:

• Number of followees. In OSN such as Twitter, users (followers) are ex-
posed only to the content of their followees. This is typically an asym-
metrical relation. Following another user does not require the followee to
accept, except for private accounts and blocked users. For this reason,
it is typical for users to follow hundreds or even thousands of users [46].
Hence, this feature is rather noisy. Some works refer to followees as friends,
whereas other works reserve the term friend for mutual followers.

• Number of followers. In contrast with the previous feature, only a fraction
of users tend to accumulate most of the followers [46]. As a result, the
number of followers is more informative.

• Number of friends. In some instances, the number of followers that the
user follows back is known. Otherwise, it has to be calculated from the
meso network.

• Ratio of positive / negative / neutral content (per topic). This may in-
dicate the typical sentiment polarity for a user. Some theories such as
author coherence indicate that the sentiment we show about a topic tends
to be stable over short periods. Moreover, studies show that different types
of users exhibit characteristic sentiment patterns in their posts. Namely,
popular users are more likely to post positive content.

• Age, gender and nationality. All these features influence the way we com-
municate, from the language we use to the sentiment we are more likely
to express, and they have been shown to help in sentiment analysis [88].

Content may also be linked to features such as:

7http://www.ciao.co.uk
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• Number of favorites, retweets, and replies. These values gradually increase
as more users interact with the content. For this reason, it may take some
time for them to stabilize or become meaningful, and it is not available in
online analysis unless some delay is added. By using specific time windows,
it is also possible to snapshot the value of the metric at different times, to
create derived metrics. e.g., number of replies during the first hour, and
number of replies during the first day. This type of analysis also borders
dynamic social context, which we have discussed earlier.

• Topic(s). The topic could either be extracted from content and metadata
such as hashtags or automatically inferred with topic detection.

• Sentiment of the original message. It is only available for replies. It may
be beneficial to know the original creator and the views of the creators,
as that enables the use of social theories (e.g., Li et al. [48]).

• Sentiment ratio of replies. This information is not typically used because
it requires a posteriori knowledge. However, for some types of offline
classification, this information is known at the time of prediction.

Additionally, it is also possible to generate user and topic-specific models or
to embed the context of the topical context of the content [23, 16]. Network-
based algorithms such as label propagation and algorithms that take arbitrary
input sizes, such as recurrent neural networks, are not constrained by a fixed
input space. As a result, they can incorporate features of the context without
aggregation, such as averaging.

5.3.2. Mesor features

At this level, a network of users and content also starts to form. Connections
in this network may be directed or undirected. Some examples of relations that
can originate a network are:

• Follower relation (directed). This is the relation that, when aggregated,
gives rise to the number of followees and number of followers in the pre-
vious section. It is the most common type of relation, and it typically
requires further filtering, given both the tendency of users to follow hun-
dreds of users and the lack of confirmation from the other side.

• Mutual follower relation (undirected). A simple follower relation often
yields poor results. The cause could be that this type of relation is too
weak [20], and is non-reciprocal. Most works use mutual relations instead,
where users are only connected if they follow each other.

• Ratio of Common Followers/followees relation (undirected). This is a mea-
sure of how many followers/followees two users have in common. Under
the hypothesis of homophily, it may be a proxy for user similarity. More
elaborate versions may take into account the number of followees/followers
of the followers/followees, via a weighted sum.
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• Ratio of Common Topics/Keywords relation (undirected). Similar to the
ratio of Common Followers/followees, it is related to the similarity of two
users, based on the content they share.

5.3.3. Mesoi features

Interactions can also be used to create a network. For instance:

• Reply interaction (directed). The act of replying forms one relation be-
tween the original content, and the content to which it replies. However,
two interaction links can be formed as well: one between both users, and
another one between the user and the original content. Since replies are
less likely to occur than retweets, they tend to be more informative.

• Mention interaction (directed). When a user mentions another user in
their content, two links are formed: a mention interaction between the two
users, and a relation between the content and the user that was mentioned.

• Like/favorite interaction (directed). In most OSN, users can mark content
they like. As opposed to a reply, liking is usually achieved with a single
click. Hence, this is amongst the most common types of interactions.

• Retweet/reshare interaction (directed). Retweeting is the act of sharing
content from a different user verbatim.

• Shared a conversation (undirected). When two users engage in a conver-
sation (a series of replies), it can be encoded as a new interaction between
the users.

The ability to relate an author to other users enables the propagation of
micro features over the meso network, which yields a new set of features, such
as:

• Sentiment ratio of neighbors. The ratio of positive/negative/neutral neigh-
bors. Neighbors could be adjacent users (those sharing an edge), or users
that belong to the same group (e.g., the same community). These neigh-
bors could be filtered, e.g., to only take new neighbors into account, or
neighbors that have had recent activity. The sentiment for each neigh-
bor could also be calculated in time windows or weighted so that recent
content is more important.

• Sentiment ratio of content by neighbors. Similar to the previous one,
without aggregating on the user level.

Lastly, some techniques allow embedding large information networks (be it
content, user or mixed networks) into low-dimensional vector spaces. These
types of techniques are increasingly popular in contextless analysis due to their
excellent performance [3]. The components of the embedding can then be used
as features, either on their own or combined with other features. One example
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of network embedding is the LINE method [86], which is used in one of the
works reviewed [16]. However, LINE does not take different types of nodes or
relationships into account. The heterogeneous network embedding model [13]
is an alternative. Although it was conceived to embed networks of text and
images, it could be adapted to encode mixed networks of content and users.

5.3.4. Mesoe features and Enrichment through Social Network Analysis

Social Network Analysis provides several methods to process, examine and
describe a social network. These methods use the network topology and its
attributes and infer information that could be useful for sentiment analysis tasks.
For instance, there are several ways to measure user popularity and influence in
a social network, according to different criteria. As a result, the impact of each
user in the sentiment prediction can be weighted. Similarly, the importance
of user connections (relations and interactions) can be measured. Thus, the
granularity can be set at the connection level, where sentiment prediction is not
only influenced by neighboring users, but also on the strength of the connection
to those neighbors. Another example is community detection, which could help
segment the user base into smaller groups that exhibit similar behavior.

5.3.5. Macro features

Macro features include any type of information that is outside of the realm
of the OSN. Hence, the possibilities for features in this category are unlimited.
Of all the works we have reviewed, only one [48] uses macro features. In par-
ticular, it uses known enmity or opposition between politicians, together with
social theories about user and target consistency. Other possibilities include the
analysis of links to external sources or attachments.

5.4. Performance

Having described these works, it is also important to compare their per-
formance. Few works use the same dataset in the same conditions. Instead of
providing that comparison, Table 4 summarizes the best results for content-level
classification in every work surveyed, at every level of analysis identified in the
taxonomy in Section 4. The table shows both results for F1-score and accuracy,
when available. As expected, the results show that social context improves the
performance over the contextless baseline.

For completeness, Figure 4 and Figure 5 show all the results reported in these
works, grouped by the level of analysis. The performance is shown relative to
the contextless baseline in every dataset.

5.5. Other Approaches

Although this paper focuses on using social context to improve sentiment
analysis, there are other ways in which sentiment information can be fused with
other sources or types of information [4]. For instance, sentiment information
can be included into existing social network analysis. This can be done to char-
acterize or explain a given phenomenon. When adding sentiment information,
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Table 4: Maximum Accuracy score reported in each work, per level of analysis and dataset.

Level Metric Baseline micro mesor mesoi mesoe macro
Work Dataset

[1] YANG2011 Acc. 97.42 60.40 - 80.08 - -
[23] MF1560 Acc. 46.64 - 55.60 - - -

PF1901 Acc. 61.24 - 72.75 - - -
[48] Li-Forum Acc. 59.61 67.24 62.89 - - 71.97

Li-Twitter Acc. 83.97 - 85.35 - - -
[79] TASS Acc. 79.30 - - 89.80 - -
[80] HCR-DEV Acc. 58.60 65.70 65.20 - - -

HCR-TEST Acc. 62.90 71.20 71.00 - - -
OMD Acc. 61.30 66.70 66.50 - - -
STS Acc. 83.10 84.70 84.70 - - -

[95] HCR Acc. 69.00 - - - 77.5 -
OMD Acc. 76.00 - - - 76.0 -

[16] AskMen F1 51.70 - - 52.70 - -
AskWomen F1 55.20 - - 56.30 - -
Politics F1 53.00 - - 54.80 - -

[79] TASS F1 69.20 - - 90.20 - -
[97] Ciao F1 - - - 80.19 - -

SE 2013 F1 69.31 - 71.49 71.91 - -
SE 2014 F1 72.73 - 74.17 75.07 - -
SE 2015 F1 63.24 - 66.00 66.75 - -

some patterns and trends emerge, which would otherwise be lost in the global
aggregate. For instance, sentiment information can be used to analyze different
Twitter communities separately instead of aggregating their results [22].

Sentiment and social network analysis can also be combined to find poten-
tially radicalized users [6], or to highlight emotionally charged content [24]. Ad-
ditionally, sentiment information alone has proved to yield very high precision
and a low recall in some user classification tasks [67]. This suggests that senti-
ment information could be crucial in positively identifying members of specific
groups.

6. Conclusions and future work

The question that motivated this work was whether there is valuable infor-
mation in social networks that has the potential to improve sentiment analysis
in specific scenarios. We refer to this information as social context. To answer
this question, three related questions need to be answered: “what is social con-
text?”(Q1), “can social context improve sentiment analysis?”(Q2) and “what
elements of social context are more relevant for sentiment analysis?”(Q3).

To answer the first question (Q1), we analyzed the use and definitions of
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Figure 4: Difference in accuracy with respect to a contextless approach in all works analyzed,
per dataset. The results for [1] have been removed due to their unusually high accuracy
(Table 4).

social context in the state of the art. Our analysis revealed that there are com-
monalities between these works, despite differences in notation. We formalized
these commonalities in a formal definition of social context. This definition
enables a richer and more precise description of social media information.

We used this definition in a new framework for comparison of approaches to
sentiment analysis using social context. Part of this framework is a taxonomy of
approaches, which shows the different levels of social context that are possible.
Using this taxonomy, we compared works in the literature. The results of this
comparison, which are included in this work, support the notion that using
social context may improve performance in sentiment analysis (Q2), both in
content classification and user classification tasks.

Once these levels of analysis have been identified, the natural question is
what performance gains can be achieved by using more complex features. Di-
rectly comparing their results is not straightforward, but the taxonomy can be
used to group approaches and to compare these groups. Higher results corre-
spond to more detailed definitions of Social Context, as shown by mesoi ap-
proaches outperforming mesor ones in most works (Q3). The trend seems to
support these results, as recent works are starting to incorporate mesoi ap-
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Figure 5: Difference in F1 score with respect to a contextless approach in all works analyzed,
per dataset.

proaches. Unfortunately, the number of works in the field is not enough to
provide an accurate evaluation of the specific elements of content (e.g., whether
retweet interactions are more informative than community detection).

On the other hand, the trend suggests that there is room for improvement
in the processing of social context and its use with different classifiers. For
instance, techniques such as network embeddings could be used to condense
several aspects of social context.

We expect that the formal definition of context and the framework in this
work foster the use of social context in sentiment analysis in two ways. Firstly,
by providing a common language to express social context. Secondly, by allowing
future works to perform a more systematic comparison with existing approaches.
As more works start leveraging social context, the taxonomy of approaches
will likely grow and add novel ideas. Similarly, more elements may need to
be included in the definition of social context to account for more complex
scenarios.
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Abstract: Recent works have shown that sentiment analysis on social media can be improved by1

fusing text with social context information. Social context is information such as relationships2

between users, and interactions of users with content. Although existing works have already3

exploited the networked structure of social context by using graphical models or techniques such4

as label propagation, more advanced techniques from Social Network Analysis remain unexplored.5

Our hypothesis is that these techniques can help reveal underlying features that could help with6

the analysis. In this work, we present a sentiment classification model (CRANK) that leverages7

community partitions to improve both user and content classification. We have evaluated this model8

on existing datasets, and compared it to other approaches.9

Keywords: sentiment analysis; social context; social network analysis; online social networks10

1. Introduction11

State of the art in the field of sentiment analysis has improved considerably in recent years, partly12

due to the advent of social media. Social media text imposes several limitations that are hard to13

overcome even for human annotators, such as the extensive use of annotations, jargon and heavy14

reliance on context. Moreover, understanding a piece of content often requires following a conversation15

(i.e., a thread of replies), or the style and stance of the author of the content.16

To solve these limitations, new approaches are starting to combine text with additional information17

from the social network, such as links between users, and previous posts by each user. The blend of all18

this information can be referred to as social context. A recent work [1] analyzes the use of social context19

in the sentiment analysis literature, and it shows that context-based approaches perform better than20

traditional analysis without social context (i.e., contextless approaches). It also provides a taxonomy21

of approaches based on the types of features included in the context: contextless approaches do not22

use social context at all; micro approaches only use features from the user and their content; meso23

approaches include features from other users and content, as well as connections between different24

users and content; and macro approaches also exploit other sources such as knowledge graphs. meso25

approaches are further divided into three categories: mesor only use relations (e.g., follower-followee);26

mesoi add interactions (e.g., replies and likes); and mesoe use Social Network Analysis (SNA) techniques27

to process other elements of the context and generate additional features. Comparing the performance28

of existing approaches seems to show that more elaborate features provide an advantage over simpler29

features. Simpler features are those directly extracted from the network, such as follower-followee30

relations (mesor). More complex features can be obtained from applying further processing, typically31

through filtering and aggregating information from the network (mesoi), or through SNA techniques32

such as calculating user centrality or unsupervised community detection (mesoe) . Unfortunately, these33

features remain mostly unexplored and show higher variability.34
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In this work, we present a model that takes advantage of community detection for sentiment35

classification. The model uses social context in the form of a network of users and content for a topic,36

where some of the users and content have known sentiment labels. This network is then used to37

estimate the sentiment of the missing labels for users and content. i.e., it performs both user-level38

and content-level classification. The estimation is based on maximizing a metric that is inspired by39

sentiment consistency and homophily theories. Sentiment consistency implies that the sentiment of a40

user on a given topic is stable over time. The homily theory dictates that similar users are more likely41

to form connections. In our case, two users are similar if they share the same sentiment on a given42

topic.43

The classification model is based on an earlier model by [2], which our model improves in two44

significant ways: 1) it can be used for content-level classification, and 2) in addition to using the raw45

relations from the social network, it can also use community detection to find weak relations between46

users.47

Our proposal is based on the following hypotheses:48

Hypothesis 1. meso features improve user classification in the absence of micro features.49

Hypothesis 2. micro features improve classification over pure contextless features.50

Hypothesis 3. meso features improve content classification in the absence of micro features.51

Hypothesis 4. mesoe, and community detection in particular, can improve classification compared to only52

using mesoi and mesor features.53

These hypotheses will be tested in the evaluation of the model.54

The rest of the paper is structured as follows: Section 2 covers related works and concepts;55

Section 3 describes the classification model; Section 4 is dedicated to a description of the datasets used56

for evaluation, and how they have been enriched with social context; Section 5 presents the evaluation57

of the model; Section 6 closes with our conclusions and future lines of work.58

2. Related Work59

This section summarizes state of the art in the fields of sentiment analysis and Social Network60

Analysis (SNA). It also provides a summary of the definitions and nomenclature on social context.61

2.1. Sentiment Analysis62

Sentiment analysis, or the process of assessing attitude expressed in a text, is hardly a new63

field, buts its popularity has grown due to the increasing availability and popularity of opinion-rich64

resources such as online review sites and personal blogs [3].65

The approaches in this field can be grouped into three main categories: lexicon-based, machine66

learning-based, and hybrid [4]. In this section, we will focus on lexicon and machine learning-based67

approaches, as hybrid approaches use a combination of both.68

Lexicon-based approaches are potentially the simplest. They estimate the sentiment of a text69

using a lexicon, or associations of words in a domain with one or more sentiments. Machine learning70

approaches apply a predictor on a set of features that represent the input. The predictors used for71

sentiment analysis are not very different from those used in other areas. The complexity lies extracting72

useful features from the text, curating them and applying them with the appropriate predictor [5].73

Lexicon-based approaches are heavily limited by the quality of the lexicon at hand, and creating74

consistent and reliable lexicons for a domain is an onerous task [6]. As a consequence, pure lexicon75

techniques are seldom used. Instead, lexicons typically combined with machine learning techniques [7–76

11]. Hence, machine learning techniques and hybrid approaches dominate the state of the art [12–14],77
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Machine learning techniques can use different types of features for their predictions. These78

features are manually crafted and picked for the specific application. The simplest types of feature,79

which rely solely on lexical and syntactical information (e.g., bag-of-words, syntactic trees), are often80

referred to as surface forms. Surface forms can also be combined with other prior information, such81

as lexicons with word sentiment polarity [7–11]. Some lexicons also include non-words such as82

emoticons [15,16] and emoji [17]. The combination of the resulting features is fed into a classifier,83

which can be trained on a known dataset or part of it.84

The main disadvantage of these approaches is that each feature needs to be conceived and added85

by an operator. Although there are processes to select the most informative (i.e., best) features for a86

given combination of dataset and classifier, the problem of finding and calculating new features still87

remains.88

In contrast, deep learning techniques can automatically learn complex features from data. New89

approaches based on deep learning have shown excellent performance in Sentiment Analysis in recent90

years [18,19]. The downside is that they usually require large amounts of data, which is not always91

available. They also raise other concerns such as interpretability [20,21] or the inability of a model to92

adapt to deal with edge cases [20]. In the realm of Natural Language Processing (NLP), most of the93

focus is on learning fixed-length word vector representations using neural language models [22]. These94

representations, also known as word embeddings, can then be fed into a deep learning classifier, or95

used with more traditional methods. One of the most popular approaches in this area is word2vec [23].96

Although training these models requires enormous amounts of data and fair amounts of computation,97

there are several publicly available models that have already been trained on large corpora such as98

Wikipedia.99

Lastly, it is also possible to combine independent predictors to achieve a more accurate and reliable100

model than any of the predictors on their own. This approach is known as ensemble learning. Many101

ensemble methods have been previously used for sentiment analysis. An exciting new application102

of ensemble methods is the combination of traditional classifiers based on feature selection and deep103

learning approaches [12].104

2.2. Social Network Analysis105

Social Network Analysis (SNA) is the investigation of social structures through a combination of106

social science and graph theory [24]. It provides techniques to characterize and study the connections107

and interactions between people, using any kind of social (human) network. The mathematical analysis108

of social network using graph theory predates the appearance of Online Social Network (OSN) by109

more than a hundred years. The same techniques have been applied successfully on other types of110

social networks such as citation networks in academia and call records in mobile networks.111

Through SNA techniques, it is possible to extract useful information from a social network, such112

as chains of influence between users, groups of like-minded users, or metrics of user importance. This113

information may be useful for many applications, including sentiment analysis. There are several114

ways in which SNA techniques can be exploited in sentiment analysis, but the analysis of current115

approaches [1] shows that they can be grouped into one of two categories: those that transform the116

network into metrics or features that can be used to inform a classifier; and those that limit the analysis117

to certain groups or partitions of the network.118

A simple example of metrics provided by SNA could be user’s follower in-degree (number of119

users that follow the user) and out-degree (number of users followed by the user), which could be used120

as features for each user [25]. However, these metrics are not very rich, as they only cover users directly121

connected to a user, and it does so in a very naive way: all connections are treated equally. Other122

more sophisticated metrics could be used instead of in/out-degree, such as centrality, a measure of the123

importance of a node within a network topology, or PageRank, an iterative algorithm that weights124

connections by the importance of the originating user. Several works have introduced alternative125

metrics for user and content influence in a network [26,27].126
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The second category of approaches is what is known either as network partition or as community127

detection, depending on whether the groupings may overlap. Intuitively, community detection aims128

to find subgroups within a larger group. This grouping can be used to inform a classifier, or to limit129

the analysis to relevant groups only. More precisely, community detection identifies groups of vertices130

that are more densely connected to each other than to the rest of the network [28]. The motivation is131

to reduce the network into smaller parts that still retain some of the features of the bigger network.132

These communities may be formed due to different factors, depending on the type of link used to133

connect users, and the technique used to detect the communities. Each definition has its own set134

of characteristics and shortcomings. For instance, if users are connected after messaging each other,135

community detection may reveal groups of users that communicate with each other often [29]. By136

using friendship relations, community detection may also provide the groups of contacts of a user [30].137

Other publications [28,31] cover further details of the different definitions of community and138

algorithms to detect them.139

2.3. Social Context140

Social context [1] is the collection of users, content, relations, and interactions which describe the141

environment in which social activity takes place. It encapsulates the frame in which communication in142

social media takes place.143

Social context is used in sentiment analysis for two reasons that are subtly different. First, it can144

be used to compensate for implicit elements in the text. An example of this is how slang, abbreviations145

or semantic variations can be detected and accounted for in the classification. Humans apply a similar146

process when trying to understand content. Content authors also unconsciously rely on this fact and147

they assume certain prior knowledge. The second motivation to add social context is that it may help148

correct ambiguity or situations where textual queues are lacking. For example, a classifier may use the149

sentiment of earlier posts by the user and similar users on the same topic.150

For the sake of clarity and for ease of comparison with other works, we will employ the following151

general definition Social Context [1]:152

SocialContext = 〈C, U, R, I〉 (1)

Where: U is the set of content generated; C is the set of users; I is the set of interactions between153

users, and of users with content; R is the set of relations between users, between pieces of content, and154

between users and content.155

Iu Iuc

RcRucRu

User Content

Figure 1. Model of Social Context, including: content (C), users (U), relations (Rc, Ru and Ruc), and

interactions (Iu and Iuc).

Figure 1 provides a graphical representation of the possible links between entities of the two156

available types. Users may interact (i) with other users (Iu), or with content (Ic).157

I ≡ {it | t ∈ Ti} = Iu ∪ Iuc (2)
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Iu
t = {iu

t,ui ,uj ,i
| ui, uj ∈ U, t ∈ Ti,u} (3)

Iuc
t = {iuc

t,ui ,uj ,i
| ui ∈ U, cj ∈ C, t ∈ Ti,uc} (4)

Relations (R) can link any two elements: two users (Ru), a user with content (Ruc), or two pieces158

of content (Rc).159

R ≡ {rt | t ∈ Tr} = Ru ∪ Ruc ∪ Rc (5)

Ru
t = {ru

t,ui ,uj
| ui, uj ∈ U, ui 6= uj, t ∈ Tr,u} (6)

Ruc
t = {ruc

t,ui ,cj
| ui ∈ U, cj ∈ C, t ∈ Tr,uc} (7)

Rc
t = {r

c
t,ci ,cj

| ci, cj ∈ C, ci 6= cj, t ∈ Tr,c} (8)

From these definitions, it is obvious that interactions and relations are very similar, and a network160

of users and content can be created using either one or both of them. In the parts of the model where a161

relation (R) or an interaction (I) can be used, the term edge (E) can be used instead.162

There are countless ways to construct a social context for the piece of text, depending on the163

types of information included, and how it is gathered. The richness of context influences the type164

of analysis that can be performed. For the sake of comparison, the ways in which social context is165

constructed and analyzed can be grouped into one of several categories, according to a taxonomy of166

approaches [1]. The categories are, from simpler to more complex: micro approaches, in which only167

one user is included along with the content he or she created; meso approaches, which also add other168

users and relations or interactions with them; and macro approaches, which include information from169

outside the OSN, such as facts or encyclopedic knowledge. The meso level is further divided: mesor170

only use relations; mesoi also include interactions; and mesoe add information from social network171

analysis, such as partitions, modularity or betweenness.172

2.4. Sentiment Analysis using Social Context173

This section provides a brief summary of works that have leveraged social context for sentiment174

analysis, following the taxonomy of approaches by Sánchez-Rada and Iglesias [1].175

Tan et al. [32] is one of the first works to incorporate social context information, which the authors176

called heterogeneous graph on topic, to infer (user) sentiment. The underlying ideas behind that work177

are user consistency and homophily. A function to measure each of those attributes is provided, and the178

model tries to maximize the overall value. The authors compare alternative ways to construct the user179

network, using variations of follower-followee relations and direct replies (interactions). However, the180

approach can be categorized as mesor, for two reasons. Firstly, in their work, relations and interactions181

yield similar results. Secondly, in the original formulation edges (relations or interactions) are not182

weighted, so users are influenced equally by all their neighbors. Interactions are bound to be noisy,183

and aggregating them in this fashion is likely to provide little or no advantage over a simple relation.184

The SANT model [33] follows similar ideas but for content classification. It is also a mesor approach185

that combines sentiment consistency, emotion contagion and a unigram model in a classifier.186

Pozzi et al. [2] extended the model by Tan et al. [32]. Their model uses what they call an approval187

network, which effectively add weights for edges between users. The rationale for that change is that188

friendship does not imply approval, and that a weighted network of interactions should better capture189

emotion contagion. This addition invalidates the two reasons for not considering it a mesoi approach.190
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Other models have exploited community detection, which includes them into the mesoe category.191

An example is Xiaomei et al. [34], which incorporate weak dependencies between microblogs, using192

community detection (different algorithms) on a network of microblogs. In their work, microblogs are193

connected if their authors are (i.e., there is a follower-followee relation).194

3. Sentiment classification195

The sentiment classification task consists in finding all the sentiment labels for users (Lu = {lu
i |196

ui ∈ U}) and content (Lc = {lc
i | ci ∈ C}) in a given social context, where the labels of a sub-set of197

users (Bu) and a sub-set of content (Bc) are known in advance. The social context is made up of a set of198

content (C), a set of users (U), relations between both users and content (R) and interactions between199

users and content (I). This is illustrated in Figure 2, where relations and interactions are simplified200

as undirected edges between nodes (i.e., users and content). For the sake of simplicity, we will only201

consider two possible labels: Positive and Negative. However, the model can be used with an arbitrary202

number of labels.203

U2 U3

U1

C3

C4

C6

C7

C1

C2

C5

Unlabeled	node
Labeled	node
Positive	node
Negative	node

Figure 2. Problem definition. The task is to predict the missing labels.

To solve the classification problem, we propose a classification model that uses a combination of a204

probability model for a given configuration of user and content labels, and a classification algorithm205

that finds the set of labels with the highest probability. In other words, we define a metric that,206

based on a given social context, estimates the likelihood that users and content are labeled in a207

specific configuration. The metric incorporates homophily and consistency assumptions. It also208

involves several parameters that need to be adjusted or trained. We propose a classification method209

that estimates the parameters and the labels at the same time, by employing a modified version of210

SampleRank [35], an algorithm to estimate parameters in complex graphical models.211

Both the probability model and the classification algorithm are based on two earlier works [2,32],212

which are described in Section 2.4. However, this section does not assume prior knowledge of these213

models.214

3.1. Probability model215

In order to find the best configuration of user and content labels, the classification model uses a216

probability model which estimates the likelihood of a given distribution of user and content labels. This217

probability model is based on the Markov assumption that the sentiment of user ui (lu
i ) is influenced218

only by the sentiment of every piece of content ci (lc
j ) authored by the user (Pi) and the sentiment labels219
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of its neighbors in the network (Ni). Likewise, the sentiment of a piece of content ci (lc
i ) is influenced220

by the sentiment label of its author. The label of a node (i.e., user or piece of content) may or may not221

be known in advance. If a label for a node is known, that node is said to be labeled. Labeled users (Bu)222

and content (Bc) are assigned a higher weight or influence on global probability.223

The model is defined as follows. Let lu
i be the label for user ui, and let Lu be the vector of labels224

for all users. Let lc
i be the label for content uc, and Lc be the vector of labels for all content. To simplify225

our notation, we will also use Pi as the subset of content which has been authored by user ui, and Ni as226

the subset of users who are connected to user ui in the social context graph. Two users are connected227

when there is an edge between them, which can be chosen from the different types of relations and228

interactions available in the context. i.e., {ui, uj} ∈ E, E ∈ {R, I}. The probability of a configuration of229

labels (Lu, Lc) is given by Equation 9:230

log(P(Lu, Lc)) = ∑
ui∈U

∑
cj∈Pi

µ(lu
i , lc

j )
ρu(ui) · ρc(cj)

|Pi|

+ ∑
uj∈Ni

λ(lu
i , lu

j )
ρneigh · ei,j

∑
uk∈Ni

ei,k

−log(Z)

(9)

Where ρneigh is a constant that controls the weight of the effect of neighboring users, ρu and ρc231

determine the weight of each piece of content and each user, respectively, and ei,j is the weight of232

the edge between neighboring users ui and uj. The value of µ(α, β) and lambda(α, β) models how a233

node labeled β affects a node labeled α (α, β ∈ Polarities). For the typical case, where Polarities =234

{positive, negative}, µ and λ can be thought of as an array with 4 values, one per combination of235

the two polarities. For instance, the value of µpositive,positive is the weight given to positive content by236

positive users.237

The weight of a specific user is controlled through ρu (Equation 10), and ρc (Equation 11) controls238

the weight of each piece of content. The values of both functions depend on whether the label for239

the specific user and or content is known a priori. For users with a known sentiment, the weight240

is ρlabeled, and for unknown values, it is ρunlabeled. Based on previous works, we use the following241

values: ρu,labeled = ρc,labeled = 1, ρu,unlabeled = ρc,unlabeled = 0.2 Once again, ei,j is the weight of the242

edge between users ui and uj. Intuitively, this allows for some specific edges to represent stronger243

bonds and, hence, have a bigger impact on the result. The influence of neighboring agents ρneigh is a244

parameter that can be adjusted.245

ρu(u) =

{

ρu,labeled : if u ∈ Bu

ρu,unlabeled : otherwise

}

(10)

ρc(c) =

{

ρc,labeled : if u ∈ Bc

ρc,unlabeled : otherwise

}

(11)

3.2. Parameter estimation and classification246

Some parameters in the probability model in the previous section are manually set, such as ρneigh247

or ρu,labeled, whereas other values are to be calculated. More specifically, the classification process248

would consist in calculating the values for µ and λ, and then maximizing the log-likelihood of a given249

distribution of labels (Lu and Lc).250

In order to explain the classification process, it is useful to decompose the log-likelihood into a251

dot product of a matrix of constants and a function of the set of labels:252

log(P(Lu, Lc)) = φ · ψ(Lu, Lc)− log(Z) (12)
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Where φ (Equation 13) is constant, and the value of ψ (Equation 13) only depends on the labels253

and the pre-set parameters. In Equation 13, the µ and λ functions are represented as matrices, where254

µα,β = µ(α, β). In Equation 14, we simply introduced an auxiliary function, γ (Equation 15), to separate255

the summations into components, just like µ and λ.256

φ = {µ, λ} (13)

ψ(Lu, Lc) = { ∑
ui∈U

∑
cj∈Pi

γα,β(l
u
i , lc

j )
ρu(ui) · ρc(cj)

|Pi|
,

∑
ui∈U

∑
uj∈Ni

γα,β(l
u
i , lu

j )
ρneigh · ei,j

∑
uk∈Ni

ei,k
}

(14)

γα,β(a, b) =

{

1 : a = α ∧ b = β

0 : otherwise

}

(15)

The model is thus trained by inferring the values of φ, and the Z constant. As we explained earlier,257

the value of φ roughly encodes the expected likelihood of finding a given combination of labels for258

two nodes. For instance, λpositive,positive is the likelihood of positive content on positive users, which is259

expected to be lower than λnegative,positive, under assumption of consistency. Once these parameters are260

calculated for a given domain, the classification consists in maximizing the log-likelihood of a given261

distribution of labels.262

SampleRank can be used to determine the value of φ, which is divided into µα,β and λα,β. Ideally,263

the value of Z could be obtained through regularization, but in practice this can be costly. This need264

can be circumvented by using other methods that calculate the labels for all unknown elements, such as265

loopy belief propagation. Alternatively, some works exploit the fact that SampleRank can also produce266

output the set of labels in addition to the value for φ [2]. When used in this manner, training can be267

interpreted as a search in the space of possible labels, and the log-likelihood function is a heuristic that268

restricts the search. This method has been used successfully for user classification [2], and its main269

advantage is that it is simpler than using an additional layer of label-propagation.270

Our proposed classification algorithm (Algorithm 1) is a modified version of SampleRank, which271

returns the labels for both users and content.272

In this algorithm, the Random(Lu, Lc) function returns a random set of user and content labels273

(within the range of Polarities, which in a simple case would just be negative and positive). Eu274

represents edges between users, i.e., either relations or interactions. The CD(Eu) function performs275

community detection given a set of edges, and returns the set of edges between all users within the276

same community. In particular, we are using the Louvain method [36]. The Sample(Lu, Lc) function277

changes one of the labels from either Lu or Lc, at random. Since the SampleRank algorithm is inherently278

stochastic, the model should be run several times, and the results of each run should be aggregated. In279

our case, we use a number of 21 iterations, based on earlier works [32], and simple majority over all280

iterations.281

4. Data282

4.1. Datasets283

Table 1 provides basic information about the datasets used in the evaluation. Since the model284

used in this work requires a social context with interactions or relations, the list is limited to datasets285

that either contained this information or that could be extended using other sources (Section 4.2).286

The OMD dataset (Obama-McCain debate) [37] contains tweets about the televised debate between287

Senator John McCain, and then-Senator Barack Obama. The tweets were detected by following three288
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Algorithm 1 Sentiment Detection

Input
Bu : {(u, p) | u ∈ U, p ∈ P}
Bc : {(c, p) | c ∈ C, p ∈ P}
Eu : {(i, j) | i, j ∈ U}
Euc : {(u, c) | u ∈ U, c ∈ C}
P : LN → R

ψ : LN × PN → R

Output
Lu, estimated user labels.
Lc, estimated content labels.
φ, learned weights.

1: Eu ← CD(Eu) ⊲ Community detection. This is skipped in CrankNoComm

2: Lu, Lc ← Random(Lu, Lc)

3: Stale← 0

4: for step← 1 to MaxSteps do

5: Lunew, Lcnew ← Sample(Lu, Lc) ⊲ Randomly modify only one label

6: ∇ ← ψ(Lunew, LcnewBu, Bc, Eu, Euc)− ψ(Lu, Lc, Bu, Bc, Eu, Euc)

7: ∆P← P(Lunew, Lcnew)− P(Lu, Lc)

8: if φ · ∇ > 0∧ ∆P < 0 then ⊲ Performance is worse, objective is better

9: φ← φ− η∇ ⊲ Performance is better, objective is worse

10: else if φ · ∇ < 0∧ ∆P > 0 then

11: φ← φ + η∇ ⊲ Converge if there are no changes in a given number of steps

12: if ∇ ≤ 0∧ P(Lcnew, Lu) ≤ 0 then

13: Stale← Stale + 1

14: if Stale >= Convergence then return

15: else

16: Stale← 0
17: if ∆P > 0∨ (∆P = 0∧ φ · ∇ > 0) then ⊲ Performance is better, and objective function is at least the same

18: Lu ← Lunew

19: Lc ← Lcnew
20:

Table 1. Datasets used in the experiments

Source Users Entries Year

OMD [37] Twitter 893 1261 2009
HCR [38] Twitter 277 1434 2011
RT Mind [2] Twitter 62 159 2013
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hashtags: #current,#tweetdebate, and #debate08. The dataset contains tweets captured during the289

97-minute debate, and 53 after it, to a total of 2.5 hours. The dataset includes tweet IDs, publication290

date, text, author name and nickname, and individual annotations of up to 7 annotators.291

The Health Care Reform (HCR) [38] dataset contains tweets about the run-up to the signing292

of the health care bill in the USA on March 23, 2010. It was collected using the #hcr hashtag, from293

early 2010. A subset of the collected tweets were annotated with polarity (positive, negative, neutral294

and irrelevant) and polarity targets (health care reform, Obama, Democrats, Republicans, Tea Party,295

conservatives, liberals, and Stupak) by Speriosu et al. [38]. The tweets were separated into training,296

dev (HCR-DEV) and test (HCR-TEST) sets. The dataset contains tweet ID, user ID and username, text297

of the tweet, sentiment, target of the sentiment, annotator and annotator ID.298

RT Mind [2] contains a set of 62 users and 159 tweets, with positive or negative annotations. To299

collect this dataset, Pozzi et al. [2] crawled 2500 Twitter users who tweeted about Obama during two300

days in May 2013. For each user, their recent tweets (up to 3200, the limit of the API) were collected.301

At that point, only users that tweeted at least 50 times about Obama were considered. The tweets from302

those users that relate to Obama were kept and manually labeled by 3 annotators. Then, a synthetic303

network of following relations was generated based on a homophily criterion. i.e., users with a similar304

sentiment are more likely to be connected. The dataset contains ID of the tweet, ID of the author, text305

of the tweet, creation time, and sentiment (positive or negative).306

4.2. Gathering and analyzing social context307

The model proposed needs to access the network of users. Since all datasets provide both tweet308

and user IDs, it would be possible to access Twitter’s public API to retrieve the network. However,309

that approach has several disadvantages that stem from the fact that these datasets were originally310

captured circa 2010 [1], such as the fact that the relationships between users have likely changed, and311

that many of the original tweets and users have been deleted or made private, making it impossible to312

fetch them. Alternatively, we decided to retrieve the follower network from a snapshot of the whole313

Twitter network in summer of 2009 [39]. Since the datasets used were gathered around the same time314

period as the snapshot, this should provide a more reliable list of followers than other methods. We315

refer to the the resulting network as relations.316

Upon realizing that the relations network is rather sparse for the OMD and HCR datasets, we317

investigated an alternative to find hidden links between users: connecting users that follow similar318

people. To do so, we extracted the list of users followed by each author, and we compared the list of319

followees for each pair of users in the dataset. Users that share at least a given ratio of their followees320

were considered similar, and an edge between them was drawn. After evaluating different values for321

the threshold ratio, it was set to 15%, as it results in a degree similar to the RT Mind dataset. We refer322

to this network as common.323

To compare the two network variants, relations and common, we will use some basic statistics of324

each network, shown in Table 2. The table includes the average degree of each node in the network325

(i.e., mean number of edges per node), the ratio of users that have the same label as the majority of326

their neighbors in the network (majority agreement), the ratio of users that have the same label as all327

their neighbors (total agreement), and the ratio of users that do not have any neighbors. The degree328

measures the density of the network. The majority and total agreement metrics are a measure of329

homophily in the network.330

We observe that the RT Mind dataset is the most promising of all the networks, as it has high331

density and homophily, higher content count per user, and all of its users are connected. The OMD332

networks are the densest, but their agreement is very low, and a fourth of its users are not connected to333

others. Moreover, we observe that the common extension of this dataset has a lower agreement ratio and334

fewer edges, whereas the isolation ratio remains the same as in the relations network. Lastly, the HCR335

dataset shows the lowest agreement of the datasets, and the relations network is almost non-existent.336

Although the common network significantly improves every metric, the majority agreement is still337
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dataset variant

RT Mind relations 2.56 3.00 8.61 0.00 0.90 267 62 0.52
OMD relations 2.56 1.00 14.25 0.24 0.39 6364 893 0.16

common 2.56 1.00 9.59 0.24 0.30 4280 893 0.15
HCR relations 1.21 1.00 0.02 0.99 0.01 3 277 0.01

common 1.21 1.00 2.89 0.80 0.19 400 277 0.18

Table 2. Statistics of the networks gathered for each dataset.

very low (0.29). This means that the additional links are connecting users that are dissimilar, which338

negates the homophily assumption.339

In summary, we conclude that this particular strategy to extend social context does not work for340

these datasets. The statistics for the RT Mind dataset make it ideal for the evaluation of our proposed341

model. The results for the OMD dataset may indicate how the model works in scenarios with a higher342

degree, but relatively low homophily. In that scenario, the meso features may interfere with micro343

features. And, lastly, the HCR dataset could show how the model works with an almost complete lack344

of meso features.345

5. Evaluation346

The sentiment classification task can be divided into two sub-tasks: user-level classification, which347

only focuses on predicting user labels (Lu); and content-level classification, which focuses on content348

labels (Lc). Since these two tasks are seldom tackled at the same time, we will evaluate how the model349

performs in each of them independently. The datasets used have been described in Sec. 4.350

First, we focus on user-level classification (Sec. 5.1). The main goal is to evaluate the effect of351

adding community detection to the samplerank algorithm, and to compare the performance of the352

model to others. Then, we evaluate content-level classification (Sec. 5.2) with varying levels of certainty353

about user and content labels.354

We will compare the performance of CRANK to other classifiers that will serve as the baseline, and355

to the results of other works in the state of the art. Each model will be evaluated on different scenarios,356

i.e., different social contexts. The ratio of labeled (i.e., known) users and content has a significant357

impact on the performance of the model. Thus, we have evaluated each model with different ratios of358

known labels for both users (ratiou) and content (ratioc). In each scenario, a random set of labels has359

been kept, according to ratiou and ratioc. This process has been repeated several times to ensure that360

the results are not too biased by the random partition. For each combination of model, dataset, ratiou361

and ratioc, the results are aggregated and the mean accuracy and its standard deviation are calculated.362

5.1. User-level classification363

For the evaluation of user classification we wanted to test whether Hypotheses 1 and 4 hold.364

i.e., whether meso features improve accuracy over micro features (Hypothesis 1), and whether mesoe365

features improve it even further (Hypothesis 4). In our case, Hypothesis 1 is tested by comparing the366

accuracy of the CRANK model to a simpler model that labels each users using the majority label of367

their content. Hypothesis 4 is tested by comparing the CRANK model to CRANK without community368

detection.369

The following models were compared:370

• Average Content (AvgContent) (micro) content is applied the same label as the majority of content371

by the same user, and users are labeled according to the majority label of their content.372
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• Naive majority (AvgNeigh)(mesoi or mesor, depending on the context). Users are labeled with373

the majority label in their group of neighbors in the network. Unlabeled content is given the374

label of its creator.375

• Majority in the community (AvgComm) (mesoe). Users are grouped into communities, and each376

user is given the majority label of the users in their community. Content is given the label of its377

creator.378

• CRANK without community detection (mesor or mesoi, depending on the context). The CRANK379

model described in Algorithm 1, but using original edges instead of applying community380

detection.381

• CRANK (mesoe). Before applying Algorithm 1, the communities between users are extracted and382

converted to user edges. i.e., users in the same community are connected by an edge.383

The results of the evaluation are shown in Table 3, where the highest value for each row is384

presented in bold. It also highlights in grey the highest value when the Average Content is ignored.385

If we focus on the results for the RT Mind dataset, we conclude that CRANK significantly improves386

the classification in all scenarios, especially with lower ratioc values. In other datasets, where the387

network of users is more sparse and less cohesive, CRANK outperforms all the models, except for388

the average of content. This is expected, since meso features in these datasets are rather weak, and389

the content mean and median values are close to 1. In particular, the difference between the CRANK390

model and the baseline in the HCR dataset is is relatively small (.02). That indicates that there is little391

penalty to using CRANK even when there are few meso edges between users. In the OMD dataset,392

which had low agreement between neighbors, the difference between CRANK and the baseline is393

higher, and it does not decrease with higher values of ratiou. This confirms our suspicions that the394

meso features in this dataset are not useful for our purposes.395

Regarding Hypothesis 4, we observe that CRANK outperforms its variant without community396

detection in most of the cases. The exceptions are cases where most of the user labels are known.397

In those cases, the accuracy of both methods is extremely high (above 0.95). This difference can be398

explained by interpreting community detection as an aggregate over several users. In general, all the399

users in a community share the same sentiment. But some members will have a different label from400

the majority in their community (i.e., outliers). Often those outliers are users that are connected to401

users of other communities with a different sentiment. That information is lost when aggregating, so402

for those outliers community detection is actually detrimental. The fewer users that are left unlabelled,403

the higher the effect of those outliers will be. Aggregating in those cases present higher variance404

which, combined with the high accuracy values, also lowers the mean compared to not aggregating.405

Nevertheless, we can conclude that mesoe features improve user classification in most cases.406

5.2. Content-level classification407

In the context-level task, the following classifiers were used:408

• Simon [40] (contextless), a sentiment analysis model based on semantic similarity. The model409

can be trained with different datasets. In our evaluation, we compared with the Simon model410

trained on different datasets: STS, Vader, Sentiment140, and a combination of all three.411

• Sentiment140 1 service (contextless). This is a public sentiment analysis service, tailored for412

Twitter. It outputs three labels: positive, negative and neutral. This results in lower accuracy for413

the negative and positive labels. In fact, of all the models tested, this is the one with the lowest414

accuracy. If all tweets labeled neutral by the service are ignored, its accuracy reaches standard415

levels (around 60%). Unfortunately, this means that around 80% of tweets have to be ignored.416

1 https://www.sentiment140.com
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Table 3. User-level classification accuracy for each model.
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dataset ratioc ratiou

RT Mind 0.25 0.25 .536 .692 .540 .883 .815

0.50 .661 .670 .651 .950 .939

0.75 .954 .642 .791 .962 .985

0.50 0.25 .536 .860 .540 .933 .828

0.50 .663 .843 .651 .964 .961

0.75 .951 .861 .791 .965 .985

HCR 0.25 0.25 .597 .713 .597 .681 .660

0.50 .608 .712 .607 .698 .681

0.75 .636 .742 .636 .697 .684

0.50 0.25 .597 .807 .597 .789 .789

0.50 .610 .816 .610 .795 .791

0.75 .636 .814 .636 .796 .767

OMD 0.25 0.25 .701 .756 .699 .710 .674

0.50 .706 .763 .704 .720 .706

0.75 .703 .763 .699 .724 .708

0.50 0.25 .702 .811 .700 .712 .684

0.50 .706 .811 .705 .736 .724

0.75 .701 .819 .699 .731 .731

• Meaningcloud 2 Sentiment Analysis (contextless), an enterprise service that provides several417

types of text analysis, including sentiment analysis. It poses the same restrictions for evaluation418

as Sentiment140, as it provides positive, negative and neutral labels. Fortunately, the subjectivity419

detection of this service for our datasets is better than that of Sentiment140.420

• Average Content (AvgContent) (micro) content is applied the same label as the majority of content421

by the same user, and users are labeled according to the majority label of their content.422

• Naive majority (AvgNeigh) (mesoi or mesor, depending on the context). Users are labeled with423

the majority label in their group of neighbors in the network. Unlabeled content is given the424

label of its creator.425

• Majority in the community (AvgComm) (mesoe). Users are grouped into communities, and each426

user is given the majority label of the users in their community. Content is given the label of its427

creator.428

• CRANK without community detection (mesor or mesoi, depending on the context). The CRANK429

model described in Algorithm 1, but using original edges instead of applying community430

detection.431

• CRANK (mesoe). Before applying Algorithm 1, the communities between users are extracted and432

converted to user edges. i.e., users in the same community are connected by an edge.433

• Label propagation [38] (Speriosu), based on the results reported in the original paper for these434

datasets.435

We compared the accuracy of each of these models at several combinations of known content and436

user labels (ratioc and ratiou). Table 4 shows a summary of the mean accuracy for each combination.437

2 https://www.meaningcloud.com/
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Table 4. Content-level classification accuracy of each model.
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dataset ratiou ratioc

RT Mind 0.25 0.25 .56 .65 .56 .88 .81 .51 .59 .56 .56 .62 .58

0.50 .57 .78 .58 .89 .81 .54 .60 .57 .57 .64 .60

0.75 .54 .76 .54 .85 .80 .51 .58 .53 .53 .57 .52

0.50 0.25 .69 .65 .64 .90 .90 .51 .59 .56 .56 .62 .58

0.50 .69 .78 .64 .90 .90 .54 .60 .57 .57 .64 .60

0.75 .67 .76 .61 .88 .89 .51 .58 .53 .53 .57 .52

0.75 0.25 .89 .65 .78 .91 .92 .51 .59 .56 .56 .62 .58

0.50 .88 .78 .78 .91 .91 .54 .60 .57 .57 .64 .60

0.75 .85 .76 .76 .88 .90 .51 .58 .53 .53 .57 .52

HCR 0.25 0.25 .63 .64 .63 .69 .67 .60 .62 .65 .65 .66 .57

0.50 .62 .64 .62 .70 .70 .59 .62 .65 .66 .65 .57

0.75 .61 .65 .61 .73 .71 .59 .57 .63 .63 .64 .56

0.50 0.25 .63 .64 .63 .80 .78 .60 .62 .65 .65 .66 .57

0.50 .62 .64 .62 .80 .79 .59 .62 .65 .66 .65 .57

0.75 .61 .65 .61 .80 .80 .59 .57 .63 .63 .64 .56

0.75 0.25 .63 .64 .63 .90 .89 .60 .62 .65 .65 .66 .57

0.50 .62 .64 .62 .89 .88 .59 .62 .65 .66 .65 .57

0.75 .61 .65 .61 .89 .89 .59 .57 .63 .63 .64 .56

OMD 0.25 0.25 .64 .61 .64 .64 .62 .69 .63 .65 .65 .70 .64

0.50 .64 .60 .63 .64 .62 .70 .64 .65 .65 .69 .63

0.75 .64 .61 .63 .65 .63 .67 .62 .66 .66 .70 .63

0.50 0.25 .64 .60 .64 .67 .64 .69 .63 .65 .65 .70 .64

0.50 .63 .60 .63 .67 .65 .70 .64 .65 .65 .69 .63

0.75 .63 .61 .63 .68 .66 .67 .62 .66 .66 .70 .63

0.75 0.25 .64 .61 .63 .69 .67 .69 .63 .65 .65 .70 .64

0.50 .63 .60 .63 .69 .68 .70 .64 .65 .65 .69 .63

0.75 .63 .61 .63 .71 .70 .67 .62 .66 .66 .70 .63

We also provide a graph of the mean accuracy and standard deviation of each model at (Fig. Fig. 3,438

Fig. 4 and Fig. 5).439

Similarly to the user-classification case, if we focus on the RT Mind dataset, the CRANK algorithm440

outperforms all other models by a wide margin. In general, the baseline models that use social context441

have higher accuracy in this dataset than any contextless approach. This is more obvious when either442

more content is known (better micro features), or more users are known (better meso features). This443

evidence supports Hypotheses 2 and 3.444

In this case, averaging the content of a user yields poor results for all datasets, due to the low445

content count per user. If we look at all the results, we observe once again that the version of CRANK446

with community detection has consistently better accuracy, supporting Hypothesis 4. It should be447

noted that the Simon model [40] achieves the best performance among the contextless models and the448

overall best in the OMD dataset. Unfortunately, the results for that dataset are very similar for all the449

models, and the margins are small, so we cannot draw any conclusions from that dataset.450
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Figure 3. Content-level classification mean accuracy and standard deviation in the HCR dataset for

each model at each level of certainty (ratiou and ratioc)
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Figure 4. Content-level classification mean accuracy and standard deviation in the OMD dataset for

each model at each level of certainty (ratiou and ratioc)
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Figure 5. Content-level classification mean accuracy and standard deviation in the RT Mind dataset for

each model at each level of certainty (ratiou and ratioc)
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Pass Baseline No Yes Yes No No No No Yes No
Diff. 0.0 0.81 4.96 4.04 1.52 0.56 0.85 1.19 3.52 -1.0

Table 5. Ranking from Friendman’s test in content-level classification

5.3. Statistical analysis451

In order to assess the value of the comparison of the models, a statistical test has been to on452

the experimental results. More specifically, we used a combination of Friedman’s test with the453

corresponding Bonferroni-Dunn post-hoc test, which is oriented to the comparison of several classifiers454

on multiple data sets [41].455

First of all, in section 5.1, we claim that the version of CRANK with community detection456

outperforms the version without it. To assess that claim, we have compared all the user and457

content-level classification cases for both models. Friedman’s test reveals the difference between458

both models is statistically different, with a chi-squared of 104, and a p-value of 2.9e−5. The post-hoc459

Bonferroni-Dunn test also passes with a calculated difference of 0.63, which is above a critical difference460

of 0.27.461

Secondly, we compare all the user-level models, ignoring the Average Content classifier. In that462

case, Friedman’s test also rejects the null hypothesis, with a chi-squared of 27.4, and a p-value of 0.0006.463

In this case, we performed the Bonferroni-Dunn test, with Average of Neighbors as the baseline, and it464

both CRANK and CRANK without communities pass it. The results for Average in Community and465

Average of Neighbors are not conclusive.466

Secondly, we performed a similar comparison for content-level classification. We compared the467

following approaches to the sentiment140 baseline. The calculated critical difference for this case is468

3.299. The results are that only CRANK, CRANK without communities and Simon trained with the469

STS dataset are better than the baseline (Table 5). Unfortunately, we cannot reject the null hypothesis470

for CRANK and Simon STS alone at the desired level of confidence, given the number of datasets.471

Nevertheless, if we reduce our test to the scenarios with the RT Mind dataset at different ratios of ru472

and rc, the null hypothesis can be rejected with α = 0.1.473

6. Conclusions and future work474

In this work, we have proposed a model that unites features from different levels of social context475

(micro, meso and mesoe). This model is an extension of earlier models that were limited to user-level476

classification. Moreover, it employs community detection, which finds weak relationships between477

users that are not directly connected in the network. We expected the combination to have an advantage478

at different levels of certainty about the labels in the context, and with varying degrees of sparsity in479

the social network. The proposed model has been shown to work for both types of classification in480

different scenarios.481

To evaluate the model, we looked at different datasets. The need for a social context has restricted482

the number of datasets that could be used in the evaluation. Of the three datasets included, the RT483

Mind dataset seems to be the most appropriate, as it contains a more densely connected network484

of users. The results of evaluating CRANK other baseline models in that dataset provide limited485

support for Hypothesis 4 (mesoe features improve user classification). Moreover, the evidence from486

evaluating all the datasets supports Hypotheses 2 (micro features improve content classification) and 3487
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(meso features improve content classification). By comparing the two versions of CRANK (with and488

without community detection) in both user and content-level classification, we have also validated489

Hypothesis 4 (mesoe features improve user and content classification), Nonetheless, the analysis of the490

datasets in Section 4.2 reveals the need for better datasets, which can be enriched with context. i.e.,491

datasets with inter-connected users and more content per user. Hence, further evaluation would be492

needed, once richer datasets become available.493

In addition to evaluating in more domains and datasets, there are several lines of future research.494

In this work, we used a random user and content selection strategy to generate the evaluation datasets.495

A random sampling strategy for users and content leads to higher sparsity. Since the performance of496

the model depends on having a densely connected graph, it would be interesting to evaluate effect of497

different sampling algorithms, such as random walk, breadth-first search, and depth-first search. In498

particular, breadth-first search (BFS) sampling may be more appropriate for this scenario [42].499

It would also be interesting to analyse different community detection strategies. The simplest500

improvement in this regard would be using other community detection algorithms. There are several501

methods that produce overlapping partitions, which may help alleviate the negative effect of users in502

the edge of two communities. More sophisticated strategies are also possible, such as automatically503

deciding to apply community detection based on the network and the ratio of known users, or only504

adding edges for some users.505
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Abstract. This work presents an agent based model of radicalization
growth based on social theories. The model aims at improving the under-
standing of the influence of social links on radicalism spread. The model
consists of two main entities, a Network Model and an Agent Model. The
Network Model updates the agent relationships based on proximity and
homophily, it simulates information diffusion and updates the agents’
beliefs. The model has been evaluated and implemented in Python with
the agent-based social simulator Soil. In addition, it has been evaluated
using a sensitivity analysis.

Keywords: Radicalization · Terrorism · Agent-based social simulation.

1 Introduction

Research works on political terrorism began in the early 1970s. These works were
focused on collecting empirical data and analyzing it for public policy purposes.
Terrorist activity was usually attributed to personality disorders or “irrational”
thinking [1]. However, later research paint a richer picture, and suggest that
there are many additional factors that should be considered.

Many scholars, government analysts and politicians point out that since the
mid 1990s terrorism has changed. This “new” form of terrorism is is often mo-
tivated by religious beliefs and it is more fanatical, deadly, and pervasive. It
also differs in terms of goals, methods and organization [1, 2]. However, this the
drivers of current terrorism involve not only political or religious interests but
also include fanaticism. Consequently, terrorism is the result of a complex pro-
cess of radicalization. i.e., a progressive adoption of extreme political, social or
religious ideals.

Nevertheless, this process does not always lead to violence acts such as ter-
rorism [3]. It is of vital importance to understand the properties of radicalization
in order to anticipate said violence. The main challenge with regard to under-
standing how these organizations work is that information is not always available.
And, when it is available, it is often incomplete or inaccurate.
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One common approach to face terrorism is trying to understand its roots,
motivation and practices. In particular, it is of vital importance nowadays to
understand how terrorist organizations recruit new members and isolate them.
Moreover, terrorist organizations have effectively used social media and social
networks to expand their networks through real-time information exchange.

As society and new forms of communications evolve, terrorists are developing
new forms of organization for their purposes. Organizations can thus flatten
out their pyramid of authority and control. The resulting structure can take
different forms, from a dense network to a group of more or less autonomous,
dispersed entities, linked by communications and perhaps nothing more than
a common purpose [4]. Thus, terrorist organizations can be modelled as Social
Networks (SNs) where vertices represents members of the organization and links
represent communication between members.

Regardless of their structure, terrorist organizations are by definition SNs,
and can be modelled as such. Hence, a research based on Agent-based Social
Simulation (ABSS) could be a good starting point for understanding the infor-
mation flow within the network.

This paper proposes an agent-based model of a terrorist organization growth
which has been implemented in Soil [5], an agent-based social simulator designed
for modelling social networks.

This remainder of the paper is structured as follows. Sect. 2 introduces the
ABSS Soil, paying special attention to its modelling approach as well as specific
features developed for modeling problems with a geographical component, as it
happens in the radicalization process. Sect. 3 introduces the agent-based model of
radicalization. Sect. 4 describes the implementation of the model using Soil, and
provides an overview of the simulation results, including a sensitivity analysis of
the simulation results to evaluate the developed model. Finally, some conclusions
and insights are presented in Sect. 5.

2 ABSS Soil

Soil [5] is a modern ABSS for modelling and simulation of SNs. It has been
applied to a number of scenarios, ranging from rumour propagation to emo-
tion propagation and information diffusion. Each simulation consists of a set of
agents, which typically represent humans, and a network that represents social
links between agents.

Agents are characterized by their state and the behaviours they can carry
out in every simulation step, usually depending on user state. Each behaviour
defines the actions carried out and how agent state evolves, depending on exter-
nal factors or social factors. Those external or social factors are controlled by
environment agents, which are not assigned to any network node.

The main reason for using this simulator is that it is one of the few ABSS
platforms that support social network analysis [5]. Two other alternatives were
considered: Hashkat and Krowdix.
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HashKat [6] is a C++ ABSS platform specifically designed for the study
and simulation of social networks. It includes facilities for network growth and
information diffusion, based on a kinetic Monte Carlo model. It exports infor-
mation to be processed by machine learning libraries such as NetworkX [7] or
R’s iGraph [8] and network visualization with Gephi [9]. The simulator is highly
performant, but has two major drawbacks. Firstly, simulations are expressed in
a descriptive language. Agents are created by specifying a set of highly config-
urable parameters. As a result, adding behaviours beyond those already included
in the platform involves adding new capabilities to the framework. Secondly, and
most importantly, modifications to these behaviours are very tied to the archi-
tecture of the platform, rather than being isolated for every type of agent. This
makes customization costly, especially for someone without a C++ background.

On the other hand, Krowdix [10] is built on Java ABSS. It uses JUNG [11] for
network functions and JFreeChart [12] for visualization. The simulation model
considers users, their relationships, user groups and interchanged contents. Its
main drawback is that it is not open source.

Conversely, Soil is open source and built using Python and benefits from
all the Python ecosystem. Regarding the alternatives, Krowdix project is not
longer active, while Hashkat provides many facilities for modifying the settings
of the provided agent models, but makes hard the integration of new models. In
contrast, Soil has being conceived for experimenting and developing easily new
simulation models in Python. This has the advantage of Python’s increased pop-
ularity, its very gradual learning curve, readability, clear syntax and availability
of libraries for network processing and machine learning. The network features
of Soil are based on NetworkX, which is the defacto standard library for So-
cial Network Analysis (SNA) of small to medium networks. NetworkX provides
functionalities for manipulating and representing graph models, generators of
classical and popular graph models, including generators for geometric graphs,
and graph algorithms for analyzing graph properties. In addition, NetworkX is
interoperable with a great number of graph formats, including GEXF, GML,
GraphML and JSON among others.

2.1 Architecture

As previously stated, simulations in Soil consist of agents and a network that
represents social links between agents. Agents are characterized by their state
(e.g. infected) and the behaviours they can carry out in every simulation step,
which usually depend on the user state. Each behaviour defines the actions
carried out (e.g. tweeting, following a user, etc.) and how the agent state evolves
depending on external factors (e.g. news about a topic) or social factors (e.g.
opinion of their friends). The likelihood or frequency of each action is typically
configurable by either globally or agent-level variables.

This simulation model has been implemented in the architecture shown in
Fig. 1 and consists of four main components.
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Fig. 1. Simulation components

The NetworkSimulation class is in charge of the network simulator engine.
It provides forward-time simulation of events in a network based on nxsim 3

and Simpy [13]. Based on configuration parameters, a graph is generated with
NetworkX and an agent class is populated to each network node. The main
parameters are the network type, number of nodes, maximum simulation time,
number of simulations and timeout between each simulation step.

The BaseAgentBehaviour class is the basic agent behaviour that should be
extended for each social network simulation model. It provides a basic function-
ality for generation of a JSON file with the status of the agents for its analysis
with machine libraries such as Scikit-Learn [14].

The SoilSimulator class is in charge of running the simulation pipeline de-
fined in Sect. 2.2, which consists in running the simulation and generating a
visualization file in Graph Exchange XML Format (GEXF) which can be visu-
alized with Gephi. In addition, interactive analysis can be done with IPython
web interface.

Settings groups the general settings for simulations and the settings of the
different models available in Soil’s simulation model library.

2.2 Simulation workflow

An overview of the system’s flow is shown in Fig. 2. The simulation workflow
consists of three steps: configuration, simulation and visualization.

In the first step, the main parameters of the simulation are configured in the
JSON or YAML settings file. The main parameters are: network graph type,
number of agents, agent types and weights, maximum time of simulation and
time step length. In addition, the parameters of the behaviour model should

3 https://pypi.python.org/pypi/nxsim
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Fig. 2. Social simulator’s workflow

be configured (e.g. initial states or probability of an agent action). Agent be-
haviours should be selected from the provided library or developed extending
the BaseAgentBehaviour class.

Once the simulation is configured, the next step is the simulation, that can be
done step by step or a number of steps. The class BaseAgentBehaviour stores the
status of every agent in every simulation step into a JSON file to be exported once
the simulation is finished. This allows us to automatize the process of generating
the .gexf file.

Finally, users can carry out further analysis with the JSON file as well as
visualize the evolution the simulation with the generated .gexf file with Gephi.

3 Radical Simulation Model

3.1 Problem

As previously discussed, in the last years, the way people communicate has
changed, becoming more relevant social networks, where everyone can exchange
messages, images and videos. Terrorist organizations also have moved forward
by setting up radio stations, TV channels or Internet websites. These activities
allow them to increase their strength, their funds and better recruit new people.

Since terrorist organizations can be modeled as social networks we can study
how information is shared and how people become members of groups or even
new relationships. Within the proposed model (Sec. 3.2), terrorist groups will
be represented as graphs where vertices represent members and edges represent
communication between those members.

However, radicalism is not only sustained by flow information. Multiple
causes, rather than a single cause should be considered, including social and
spacial relations which evolve over time. Estimating their evolution is important
for management, command and control structures, as well as for intelligence
analysis research purposes. By knowing future social and spacial distributions,
analysts can identify emergent leaders, hot spots, and organizational vulnerabil-
ities [15].

In order to approach to the radicalism spread, a spatial distribution is used
based on Geometric Graph Generators [16], which provides geographical posi-
tions to agents, being able to manage real environments.

220



6 T. Méndez et al.

The physical space aims to produce more insightful results when considering
the spread of terrorism [17]. Properties of space and place are vital components
of terrorist training, planning, and activities.

Besides, based on the principle of homophily, as a contact between similar
people occurs at a higher rate than among dissimilar people, it is more likely to
have contact with those who are closer to us in geographic location than those
who are distant [18]. It is theorized that, in general, close proximity in geographic
space strongly influences closeness in social space [17].

As it was discussed above, the proposed model will try to approach to the
fact of the rise of radicalism within a specified geographic area considering real
geographical connections between members.

3.2 Model development

Three levels of analysis are widely accepted for the radicalization process [19]:
micro-level (i.e. the individual level involving feelings of grievance, marginaliza-
tion, etc.), meso-level (i.e. the social environment surrounding radicals and the
population and lead to the formation of radical groups), and macro-level (i.e.
impact of government policies, religion, media, including radicalization of the
public opinion and political parties).

The model here proposed is focused on analyzing the macro-level, including
limited aspects of the micro-level (such as the vulnerability level).

Several aspects have been considered for modeling the radicalism growth at
the meso-level. First, the model considers the impact of havens [20] and training
areas [21]. Havens, also known as sanctuaries, provide radical groups the possi-
bility to obtain long term funding and serve the purposed of solidifying group
cohesion. Terrorist training camps aim at providing indoctrination and teaching
for terrorism and are distributed around the world. They foster group identity
formation and group cohesion, and require geographical isolation and easy access
to weapons.

The modelling of the radicalism spread involves population and places as it
was discussed above. People can play two roles: (1) population as the people
that can be radicalized and (2) terrorist that spread their message to locals and
try to recruit civilians to join the terrorist network.

Based on a previous model proposed by Cummings [17], terrorists have little
opportunities for effective training, planning, and other logistic necessities. Those

Initalize agent social
context and vision 

update 
relationships 

Update radicalisation 
level based on
neighbours and

vulnerabilty

Change 
agent role

exchange 
information 

Fig. 3. General workflow of the simulation
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areas are modelled by (1) training environments, which increase the influence to
the nodes that are attached to them, and (2) havens where people is save. The
nodes that are joined to havens get less influenced if the havens is not radicalized,
but it could get radicalized and its behaviour will change.

For implementing the environment described, we will use four different mod-
els that interact with each other.

– Spread model in charge of the information flow which determine the state of
population. Each node contains a threshold where once reached, the node is
marked as informed and it will pass from a civilian state to a radical state.

– Network model in charge of controlling spatial and social relations between
population.

– Havens model which will modify nodes vulnerability depending on haven
state as it is going to be explained below.

– Training areas model which will decrease neighbouring nodes vulnerability.

The network consists on N nodes that have two coordinates, as since Geo-
metric Graph Generators [16] are used, that position each node on a map. The
edge between two nodes, indicates direct bidirectional communication between
both of them.

All agents are assumed to have similar parameters but are heterogeneous
in their representation. Within the spread model, each node develops its own
belief about whether the information is valid by calculating weighted mean belief
Bi from it neighbors, and combining that with its initial belief B0, which is
normalized between 0 and 1 [22]. In addition, in every step two agents will
exchange information given a probability of interaction.

The mean belief is calculated given its own vulnerability and the neighbours
influence as well as the information spread intensity (α) which is also normalized
and consider how much information is exchanged in every step of the simulation.

Be =

n
∑

i=0

Bi Di
∑n

j=0 Dj

(1)

The node influence Di parameter has been included in Eq. 1 – where n is the
number of neighbours of the node – as the change in behavior that one person
causes in another as a result of an interaction [23] measured as degree centrality
that is defined as the number of adjacencies upon a node, which is the sum of
each row in the adjacency matrix representing the network. It can be interpreted
within social networks as a measure of immediate influence – the ability to infect
others directly or in one time period [24]. This SNA function returns values that
are normalized by dividing by the maximum possible degree in a simple graph
N − 1 where N is the number of nodes in G.

Bn = Be α+B0 (1− α) ; 0 ≤ α ≤ 1 (2)

As it was explained above, in Eq. 2 the parameter to indicate the information
spread intensity is included. When its value is 0%, no information is exchanged
and when it increases, the knowledge diffusion grows.
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Bi = Bn Nv +B0 (1−Nv) ; 0 ≤ Nv ≤ 1 (3)

The node vulnerability (Nv) parameter is included in Eq. 3 as the extent to
which individuals conform or adopt variable attributes such as opinions from
their attached nodes. In other words, if Nv = 1, the node will be fully influenced
by their connected nodes, where a value of Nv = 0, would mean it would not be
influenced by connected nodes, so no change in the network is expected. Thus,
individuals who are merely sympathetic may be influenced to more extreme
opinions by their friends after they join the terrorist network.

Once the mean belief developed by the agent reach the threshold, it is marked
as informed and it will change its state from civilian to radical. Every agent in
radical state will be only influenced by radical agents since the radical experience
no restraining influence from non-radicals [25]. Furthermore, once an agent is in
the radical state, the information spread intensity will began to value 100%, as
once you are radical the most information you get from another radical agents.

With the purpose of determining the most important nodes within the terror-
ist network, they are marked as leaders based on the SNA function: betweenness
centrality [22], that is defined of a node υ as the sum of the fraction of all-pairs
shortest paths that pass through υ.

As node vulnerability (Nv) was explained above, training areas and havens
will modify this attribute depending on their status. Training areas will decrease
the parameter from its neighbours, where a value of 1 for training area influence
will make all its neighbours fully vulnerable. However, a value of 1 for haven
influence will make invulnerable all its neighbours when the state of the haven
is not radical. Nevertheless, once the haven is marked as radical, its behaviour
will be similar to training areas.

Finally, the network model in charge of controlling spacial and social relations
takes into account that agents have the opportunity to interact with other agents.
They select an agent to interact with according to a probability of interaction
– different from the one mentioned above – based on two parameters: (1) social
distance and (2) spatial proximity.

On one side, social distance (SD) take into account the fact that if two agents
must cross many social links, then the probability should be low and vice versa.
It compute it by finding the shortest path between to agents and then dividing
one by the number of links in that path.

SDi,j =
1

|A Ai,j |
(4)

where |A Ai,j | is the shortest path from i to j. When computing the social
distance, each agent can only reach all those nodes that are withing its sphere
of influence parameter. An agent can recognize and distinguish the closeness
of other agents withing the sphere of influence, but it can’t differentiate the
closeness when the interacting agent is outside the perimeter.

On the other side, spatial proximity (SP) takes into account that two agents
at the same location are more likely to talk than being in different locations.
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Some might argue that SP is not significant in the Internet age. However, in the
terrorism domain, attending the same training area or the same location is a
critical interaction indicator [15].

As Geometric Graph Generators returns coordinates normalized between 0
and 1, the probability of being at the same location will be computed as the
inverse of the distance between two agents.

SPi,j = (1− |di,j |) (5)

where |di,j | is the distance between the nodes. Like in SD the probability is
bounded by a sphere of influence parameter, in SP the probability will be
bounded by a vision range parameter. All agents outside this perimeter will
be unreachable by the current agent.

Table 1. Simulation input parameters.

Model Name Implication

Terrorist
Spread

information spread intensity The amount of information exchanged in
every step of the simulation.

terrorist additional influence Additional influence added to agents whom
status is radical.

min vulnerability The minimum vulnerability that an agent
could have (default 0 ).

max vulnerability The maximum vulnerability that an agent
could have. The allocation of this param-
eter follows a continuous uniform distribu-
tion. The maximum value that this param-
eter can take is the unit.

prob interaction The probability that two agents exchange
information in one step.

Training
Area

training influence The influence that a training area applies
to its neighbours.

Haven haven influence The influence that a haven applies to its
neighbours.

Terrorist
Network

sphere influence The maximum number of social links that
an agent can cross for a new interaction.

vision range The range on the spatial-route network
specifying the maximum distance an agent
can move for a new interaction.

weight social distance The weight of social distance (SD) to cal-
culate the interaction probability.

weight link distance The weight of spatial proximity (SP) to cal-
culate the interaction probability.
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Once defined both parameters, we can compute the probability of interaction
that it will be calculated as following.

P Interaction
i,j = ω1 SDi,j + ω2 SPi,j (6)

where ω1 and ω2 are the weights of SD and SP respectively with the purpose of
customizing the environment.

None of the parameters will limit the probability of interaction. Thus, the
candidate agents will be the sum of all the agents that are inside the perimeter
of the sphere of influence or the vision range.

Thereby, an agent can establish a new way of communication with its can-
didate agents, so the probability of interaction is calculated between each agent
and its candidate agents.

As it was explained, the aim of the model is trying to approach to the fact
of the radicalism spread withing a specified geographic area. For that reason, in
Table 1 all parameters of the simulation are detailed for representing a scenario
as real as possible. Aside from all the parameters explained, the network can be
modelled using one of the random network generation methods from NetworkX.
It is also possible to control the ratio of each type of agent.

4 Experimental results

The model has been implemented using the Soil Simulator as it was discussed
above. The scenario represents a specified geographic area that can be cus-
tomized with the purpose of approaching a real scenario.

Every agent exchange information several times during the simulation and
every portion of time is known as step. One one hand, in every step an agent
belonging to the Network Model will update its relationships based on the input
parameters. After this action, the control is passed to the Spread Model that will
be in charge of how the information will flow in that step. The current agent will
be influenced by its neighbours depending on their internal parameters values.

On the other hand, if the current agent is a haven or a training area, the
step will consist on modifying the internal parameters of their neighbours as it
was explained in the previous section.

With the purpose of making the simulations more interactive, a web appli-
cation has been developed using D3.js [26] for visualizing the results. As we can
notice in Fig. 4 the simulation returns a graph that is presented in the main area
of the web application. The graph can be positioned in a map, and it could be
represented depending on the step, being able to see it evolve over time. Further-
more, the interface allows users filtering the results or changing the simulation
parameters.

The application not only allows the user to visualize the results, it also pro-
vides statistics and the option of running more simulations changing the input
parameters as it is displayed in Fig. 5. The web application also allows users to
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Fig. 4. Visualization of the simulation

Fig. 5. Visualization of the simulation

export the results of the simulation in different formats such as GEXF [27] or
JSONGraph4 to be analyzed with any other tool.

The model has been evaluated using two different sensitivity analysis meth-
ods. The first one is a local approach known as One-at-Time (OAT) approach,
that studies small input perturbations on the model output. To bring about

4 http://netflix.github.io/falcor/documentation/jsongraph.html
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(a) Scale Free output (b) Small World output

Fig. 6. Morris method results representation for radical population output for 200
trajectories

this method, 1.000 simulations have been launched with different input values
and have been analyzed using the Seaborn [28] library available for Python for
exploring and understanding the results.

The other method applied is the Morris method [29] that is referred to as
“global sensitivity analysis” that in contrast to local sensitivity analysis, it con-
siders the whole variation range of the inputs [30]. This method is computed
using the SALib [31] library for Python.

The primary model outputs of interest for the sensitivity analysis are the
radical population understood as the number of agents that have become radical
from those who were not radical at the beginning and the mean radicalism within
the network.

Both outputs will be measured taking into account different types of simula-
tions. On one side, the network model will be studied assuming that the spread
model inherit the another. On the other side, three different topologies (small
world, scale free and random clustered) will be analyzed.

In Table 2 the Morris indices are detailed for the network model and mean
radicalism output order by µ∗. A total of 200 trajectories were built for the
model which results in 1.800 samples. Fig. 7 plots results on the graph (µ∗, σ)
and identifies the probability of interaction, the maximum vulnerability and the
information spread intensity as the strongest influence on the mean radicalism
within the network.

The analysis have been made using a random clustered topology that is
created based on proximity between nodes for 100 nodes, and with same number
of radical agents at the beginning.
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Table 2. Morris indices for network model and mean radicalism output.

Parameter µ µ∗ σ

prob interaction 0.320 631 0.367 384 0.517 95

max vulnerability 0.243 827 0.349 831 0.413 981

information spread intensity 0.252 602 0.324 202 0.379 572

terrorist additional influence 0.036 039 0.128 335 0.206 991

weight social distance −0.004 388 0.110 129 0.186 007

vision range 0.019 502 0.109 09 0.180 97

sphere influence 0.006 756 0.107 522 0.173 183

weight link distance 0.007 996 0.101 815 0.179 93

Fig. 7. Morris method results representation for network model and mean radicalism
output for 200 trajectories

However, taking into account the population radicalized in a simulation as
we can notice in Table 3 and Fig. 8 are similar, but the maximum vulnerability
and the information spread intensity is in this case more influential than the
probability of interaction.

Morris indices for the three different topologies have similarities as the weight
of the radical agents for the distribution through the network is the most influ-
ential parameter for both outputs as it can be noticed in Fig. 6 for Scale Free
and Small World topologies. In addition, the model output linearly depends on
the weight of the agents. Nevertheless, the size of the network have no influence
on the two model outputs.

The methods presented attempt to validate certain factors such as types of
network connections and the presence of certain kinds of meeting sites which
facilitate radicalization while other plausible factors such as community size
have little effect. Network types can play an important part in understanding
how radicalism spreads, and can be equally important when trying to destabilize
or destroy a network.
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Table 3. Morris indices for network model and radicalized population output.

Parameter µ µ∗ σ

max vulnerability 0.466 355 0.484 857 0.596 371

information spread intensity 0.392 325 0.402 566 0.541 922

prob interaction 0.268 707 0.331 403 0.568 499

terrorist additional influence 0.092 038 0.186 473 0.415 794

weight link distance −0.012 333 0.181 102 0.401 011

vision range −0.001 680 0.176 981 0.380 602

sphere influence 0.005 437 0.169 812 0.358 775

weight social distance 0.003 899 0.165 475 0.375 792

Fig. 8. Morris method results representation for network model and radicalized popu-
lation output for 200 trajectories

5 Conclusions and Future work

Understanding radicalization roots is a first step for being able to define and
apply suitable counter-terrorism measures. There are many challenges for ana-
lyzing terrorism networks, given the lack of public datasets and the sensibility of
this information. Nonetheless, the application of agent based social simulation is
an effective technique for modeling non linear adaptive systems, and they enable
analyzing and validating social theories of the radicalization process.

In this work we present a model and a tool for agent-based modeling of radi-
cal terrorist networks. We have propose building the agent-based model around
two main concepts, the Network Model and the Agent Model. While the first
is in charge of managing agent relationships, the second defines the specific be-
haviour of every agent. This approach has been applied for modeling terrorist
growth. The proposed model is focused on analyzing the impact of the informa-
tion exchange and environmental radicalization in the radicalization process.The
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evaluation and analysis of the simulation results provides insight regarding the
importance of the simulation parameters, including the network characteristics.

Future work should include a broader and deeper perspective of absolute and
relative deprivation and how each can influence the spread of radicalism.
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Abstract. The application of Agent-based Social Simulation (ABSS)
for modeling social networks requires specific facilities for modeling, sim-
ulation and visualization of network structures. Moreover, ABSS can
benefit from interactive shell facilities that can assist the model develop-
ment process. We have addressed these problems through the develop-
ment of a tool called SOIL, which provides a Python ABSS specifically
designed for social networks. In this paper we present how this tool is
applied to simulate viral marketing processes in a social network, and to
evaluate the model with real data.

Keywords: Social network · SOIL · Python · Viral marketing · Brand
reputation · Rumor propagation

1 Introduction

Social networks have become relevant in our professional and personal relation-
ships. Thus, social network analysis and simulation can be effective for under-
standing and exploiting homophily and social influence processes in social net-
works. Marketing techniques are usually applied to exploit social influence in
social networks, in applications such as viral or word-of-mouth marketing, rumor
spreading and online reputation management. This paper complements the demo
presented at PAAMS 2017 on the use of the Python-based ABSS SOIL tool for
social network modeling and analysis, which is illustrated with a number of
developed models.

2 Main Purpose

SOIL aims at providing a research environment for ABSS in Python, with a
strong focus on interoperability with existing libraries. It integrates with the

c© Springer International Publishing AG 2017
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popular network processing library NetworkX1 and with network visualization
tools such as Gephi2.

3 Demonstration

In this paper we present a case study that models the social influence of users
in the social network Twitter. In particular, we study the role of social influence
in rumor propagation and brand monitoring. In both applications, a diffusion
message (rumor or brand advertisement) is propagated in the social network
with the aim of infecting users. Users are considered infected when they accept
or embrace the content of the message. The model presented is M2.2 [4]. Twitter
users are modeled as agents which can be in three states: neutral, if they are
not affected by the message; infected, if they accept the message; vaccinated, if
they have not been infected yet and believe in the antirumor or are infected by
a message from a different brand; and cured, if they have been infected, but now
believe the antirumor or are infected by a different brand. Additionally, the model
includes a specific kind of users, called beacons, which detect the propagation
of the message and try to combat it. Beacons are modeled after authorities
that prevent rumor diffusion and competing influencers in social media. Agents
include two additional states, beacon-off and beacon-on to represent beacons
before and after detecting a rumor in a close node (neighbor).

The spread model starts with an initial number of infected users. In every
simulation step, the state of each user may change though a series of interactions,
each of which happens with a different probability. Infected users try to infect
their neutral neighbors. Neutral agents may also become vaccinated with a given
probability based on external factors (i.e. news). Vaccinated users attempt to
cure or vaccinate their neighbors. Lastly, beacon agents spread anti-rumors to
their neighbors, and follow these neighbors’ contacts.

Table 1. Datasets of Twitter rumors and brand monitoring

Dataset Number of tweets Purpose Period Reference

Ford 348 Brand monitoring 13 months [1]

Toyota 582 Brand monitoring 14 months [1]

Obama 4975 Rumor propagation 8 days [3]

Palin 4423 Rumor propagation 10 days [3]

We have validated this diffusion model on four datasets (Table 1). The first
two datasets (Ford and Toyota) are subsets of the Replab dataset [1], which
focuses on monitoring the reputation of companies and individuals in Twitter.

1 https://networkx.github.io/.
2 https://gephi.org/.
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Each tweet is classified as related (or unrelated) to an entity, the polarity for
the entity’s reputation (positive, negative or neutral), and the priority of the
topic cluster the tweet belongs to (alert, midly important, unimportant). We
have filtered the dataset and selected two automotive brands, Ford and Toyota,
which can simulate how two brands advertise themselves on social media. In this
case, the advertisement message is propagated and succeeds if the brand gets a
good reputation. The last two datasets (Obama and Palin) are rumor datasets [3]
that deal with identifying the spread of misinformation in social networks, such
as Obama being a muslin or Palin’s divorce. The dataset is labeled as endorses
(propagate the rumor), denies (deny the rumor), questions (doubt about rumor
credibility) or unrelated (not related to the rumor).

Fig. 1. Agent evolution Fig. 2. Realism evaluation

The demonstration may be run in an IPython interactive shell, where simu-
lation parameters can be defined. After running the simulation, the results are
stored as Python objects, which can be inspected and visualized. For example,
Fig. 1 shows the temporal evolution of agent states. The x axis represents the
days and the y axis the number of simulated agents. In addition, the platform
includes facilities for evaluating the realism of the simulation. For this purpose,
we compare the daily number of endorsers and deniers in the dataset and the
simulation. Figure 2 shows a comparison for the dataset of Toyota as a monthly
evolution of the ratio of users that accept the diffusion message (endorsers) or
reject it (deniers).

In addition, the platform generates a Graph Exchange XML Format (GEXF)
file that can be used for analyzing the simulation with network analysis tools such
as Gehpi. In particular, the visualization can be animated to show the temporal
evolution of the spread model. Figure 3 shows a screenshot of the animation,
where the colors denote infected (red), vaccinated (blue), cured (green) and
beacon-off (yellow). Another interesting experiment is validating the realism of
the simulation. An alternate view of the network is shown in Fig. 4.
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Fig. 3. Network visualization in
Gephi (Color figure online)

Fig. 4. Alternate network visual-
ization

4 Conclusions

This demonstration shows the application of a Python ABSS specifically
designed for social network modeling and its application to information diffu-
sion in social networks. The models in this paper had an existing implementation
written in Java [4], combining MASON [2] and the graph library GraphStream3.
Porting them to SOIL was straightforward and resulted in much simpler com-
prehensible code. The main benefits from using SOIL derive from using a simple
yet extensible interface and the Python programming language. As a result, it
is very easy to extend agent behavior while leveraging the existing ecosystem
to integrate machine learning algorithms or semantic interfaces, to name a few.
Moreover, the use of an interactive shell such as IPython4.
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Abstract. Social networks have a great impact in our lives. While they
started to improve and aid communication, nowadays they are used
both in professional and personal spheres, and their popularity has made
them attractive for developing a number of business models. Agent-based
Social Simulation (ABSS) is one of the techniques that has been used for
analysing and simulating social networks with the aim of understanding
and even forecasting their dynamics. Nevertheless, most available ABSS
platforms do not provide specific facilities for modelling, simulating and
visualising social networks. This article aims at bridging this gap by
introducing an ABSS platform specifically designed for modelling social
networks. The main contributions of this paper are: (1) a review and
characterisation of existing ABSS platforms; (2) the design of an ABSS
platform for social network modelling and simulation; and (3) the devel-
opment of a number of behaviour models for evaluating the platform
for information, rumours and emotion propagation. Finally, the article
is complemented by a free and open source simulator.

1 Introduction

Social Networks (SNs) have a great impact in our lives. While they started to
improve and aid communication, nowadays they are used both in professional
and personal spheres, affecting different aspects ranging economic [11] to health
outcomes [22].

The emergence of social computing [45] has raised the interest in the design,
analysis and forecasting of social systems. To this end, Social Computing is a
cross-disciplinary field with theoretical underpinnings including both computa-
tional and social sciences, as well as research from areas such as social psychol-
ogy, human computer interaction, Social Network Analysis (SNA), anthropology,
sociology, organization theory, and computing theory.

One of the fields where ABSS has been applied is the analysis and simula-
tion of social networks, in applications such as viral marketing [40], innovation
diffusion [20], rumour propagation [23]. In fact, some authors [33] propose that
the use of social media in agent based simulations can leverage the input data

c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 234–245, 2017.
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problem in ABSS, since capturing data from individuals is an expensive and
difficult task in longitudinal studies.

Nevertheless, there is a lack of ABSS platforms that provide support for
social network modelling. Thus, we aim at bridging this gap by designing and
developing an ABSS in Python specifically designed for social networks which
benefits from the wide number of available Python libraries for network analysis
and machine learning.

The remainder of the article is organised as follows. First, we review existing
ABSS platforms to justify why they are not suitable for our problem in Sect. 2,
as well as applications of ABSS to social network analysis. Based on this, we
present a set of requirements for the desired platform in Sect. 3. Then, the pro-
posed model, architecture and simulation workflow are presented in Sect. 4. The
platform has been evaluated through the development of a library of models
which is described in Sect. 5. We conclude with Sect. 6 and provide an outlook
of future work.

2 Review of ABSS Platforms for Modelling SNs

In recent years numerous ABSS have been developed, as shown by Railsback
et al. [34] and Nikolay et al. [31]. Based on this latter work that reviews 55
ABSS platforms, we have reviewed ABSS platforms to evaluate their suitability
for modelling social networks, attending to the following aspects: (i) type of
platform (general purpose or domain specific), (ii) programming language, (iii)
expertise in its application to SNs, (iv) whether the framework provides SNA
facilities and (v) whether the license is Open Source (OS). Table 1 summarizes
the platforms and the reviewed aspects.

From the initial list provided in [31] we have filtered out platforms that are
under a commercial license (e.g. cougaar), not actively developed (e.g. ABLE),
focused on training (e.g. AgentSheets), or otherwise not directly focused on
simulation (e.g. ECJ or Jade). The resulting set of platforms is Common-Pool
Resources and Multi-Agent Systems (Cormas) [7], Madkit [14], Mason [24],
NetLogo [35], Repast [32], SeSam [16] and Swarm [27]. Based on our literature
research, we have added some additional platforms: UbikSim [9], EscapeSim [41],
HashKat [38], Mesa [28], Krowdix [6] and Multi-Agent Scalable Runtime plat-
form for Simulation (MASeRaTi) [2].

Cormas [7] is a general ABSS platform dedicated to natural and common
resource management. There is a work [36] that models a social network of
innovation diffusion in the medical domain. Madkit [14] is a general multiagent
platform which relies on organization concepts and includes simulation facilities.
Kodia et al. [21] describe a model where investors are tied by relationships such
as friendship, trust and privacy. Mason [24] is a popular multiagent simulation.
There is an extension socialnets that provides simple network statistics and a
bridge to the Java Graph library Jung.1 Some authors [40] have used Mason for

1 http://jung.sourceforge.net/.
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Table 1. Review of ABSS platforms

Name Domain Language SNs SNA OS

Cormas Generic VisualWorks ✓ ✗ ✓

NetLogo Generic NetLogo, Scala & Java ✓ ✗ ✓

Swarm Generic Objective-C, Java ✓ ✗ ✓

MadKit Generic Java ✓ ✗ ✓

MASON Generic Java ✓ ✗ ✓

Repast Generic Java ✓ ✓ ✓

SeSam Generic Java ✗ ✗ ✓

MASeRaTi Generic Java ✗ ✗ ✓

Mesa Generic Python ✗ ✗ ✓

UbikSim AmI Java ✗ ✗ ✓

EscapeSim Evacuation Java ✗ ✗ ✓

HashKat Social networks C++ ✓ ✓ ✓

Krowdix Social networks Java ✓ ✓ ✗

Soil Social networks Python ✓ ✓ ✓

modelling viral marketing in Twitter. To this end, authors usually complement
Mason with other libraries and tools e.g. GraphStream2 for synthetic network
generation and dynamic network visualisation, iGraph3 for centrality and net-
work measures, and Gephi4 for detailed analysis of the network. NetLogo [35] is
a multiagent programming and simulation environment. It includes facilities for
network representations although not for network analysis. An outdated exten-
sion to NetLogo is described in [5], where the network analysis and visualisation
tool Pajek5 is integrated. In addition, there are some available models of social
networks (e.g. Social circles [15]), but they do not provide facilities for analysing
or building new models. Repast [32] is an agent based simulation platform that
provides a large library of simulation models. Repast has been extended for
SNA [19]. The library Repast Social Network Analysis (ReSoNetA) adds net-
work functionality to RepastJ. It provides a number of network metrics (cen-
trality, prestige and authority) based on the graph Java library Jung as well as
visualisation facilities. This library exploits Repast’s built-in facilities for net-
work modelling. In addition, other works such as van Maanen [25] have used
Repast for modelling social influence in Twitter. SeSam [16] provides a generic
environment for agent based simulations but it has not been applied for social
network modelling. Swarm [27] is a well known agent-based simulator that has
been applied to social network problems such as open source project dynam-
ics [27].

2 http://graphstream-project.org/.
3 http://igraph.org/.
4 https://gephi.org/.
5 http://mrvar.fdv.uni-lj.si/pajek/.
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While the previous ABSS platforms were designed for its application to a wide
variety of domains, other platforms, such as UbikSim [9] and EscapeSim [41] has
been specifically designed for a particular domain, such as Ambient Intelligence
(AmI) and evacuation.

HashKat [38] is a C++ ABSS platform specifically designed for the study
and simulation of social networks. It includes facilities for network growth and
information diffusion, based on a kinetic Monte Carlo model. It exports infor-
mation to be processed by machine learning libraries such as NetworkX6 or R’s
iGraph and network visualisation with Gephi.

Mesa [28] is an ABSS platform that aims at providing a Python alternative
to traditional Netlogo, MASON or Repast. It enables in-browser visualisation
and takes advantage of Python ecosystem. Krowdix [6] is a Java ABSS for social
networks but it is not open source. It uses JUNG for network functions and
JFreeChart7 for visualisation. The simulation model considers users, their rela-
tionships, user groups and interchanged contents. It has been applied to Twitter
and Facebook. MASeRaTi [2] is a distributed and scalable ABSS that uses the
Belief-Desire-Intention (BDI) framework lightjason [3], that extends the agent-
oriented programming language AgentSpeak.

To summarise, except for HashKat and Krodix, ABSS platforms do not pro-
vide support for the analysis of social networks, although some platforms have
already been used for this purpose. Moreover, most ABSS platforms are pro-
grammed in Java. MASeRaTi follows a different approach where agents can be
programmed based on a BDI model. Main challenges for applying existing plat-
forms to social networks come from their underlying models, frequently tied to
spatial models.

3 ABSS Requirements for Social Networks

Based on the previously presented review of ABSS platforms and their applica-
tion to SN analysis and simulation, we have identified the requirements listed
below, which are structured in network and agent model.

Network model. The network level groups all the functionalities related to the
structural aspects of the social network. The following requirements have been
identified:

– Generation of synthetic graphs. Even though accessing real social network
graphs is critical, real datasets have a number of disadvantages [39]. First,
sharing large social graphs is challenging, since they should be anonymised
and there are limitations in the way they can be shared (for example, only
tweet ids can be shared in Twitter, which requires collecting the dataset with
API restrictions and difficulties in reproducing the original dataset since some
tweets could be no longer available). Second, the availability of a small num-
ber of social graphs can limit the statistical confidence in the experimentation

6 https://networkx.github.io/.
7 http://www.jfree.org/jfreechart/.
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results. Finally, obtaining real datasets suitable for the desired experimenta-
tion can be difficult and require a great effort. Thus, synthetic graph gen-
erated by measurement-calibrated graph models [39] so that graph models
are fitted to a real social graph, and the simulation are realistic. The plat-
form should provide implementation of classical social graph models [39] (e.g.
Barabasi-Albert model [4], Random Walk [44], etc.) and should be extensible
to innovative models.

– Graph traversing and visualisation. The platform should provide functional-
ities for traversing social graphs and visualising social structure, in order to
be applied to diffusion models [13].

– SNA functionalities. Several functionalities should be available for the analy-
sis of the social graph, such as calculation of social metrics (e.g. centrality,
betweenness, etc.) as well as algorithms for community detection.

– Export and import of network model. There should be facilities for import-
ing and exporting social graphs, based on popular formats such as Graph
Modelling Language (GML) [18], GraphML [8] and Graph Exchange XML
Format (GEXF) [12].

Agent model. The agent level models the agent characteristics, their state,
how agent state evolves in every simulation step. Following the modelling steps
proposed by Macal and North [26], we outline the requirements for social net-
work modelling. Platform should allow users to: (i) define agent type definition
and attributes (e.g. sentiment, frequency of tweeting, number of followers, etc.);
(ii) define interactions with the environment, that represent external factors to
agent decision, such as news or market evolution; and (iii) specify methods to
update agent state based on their interaction with other agents and the envi-
ronment. This include the capability to update the agent social network (i.e.
creation or modification of social links).

Non functional requirements. Regarding non functional requirements, sev-
eral aspects have been considered. First of all, the programming language is an
important decision. In order to provide a homogeneous programming environ-
ment, network and machine learning libraries should be available. Both Java and
Python fulfill these requirements, as we have introduced previously. As previ-
ously outlined, it is very important that ABSS provide interactive experimenta-
tion facilities that enable researchers to run and define their experiments. In this
regard, most platforms ABSS platforms such as Mason or Repast provide con-
figurable and extensible configuration facilities [43]. Scalability has been recently
addressed by a number of researchers [1,2]. The ability to distribute agents
across machines or big data processing infrastructures can be required for the
simulation of large scale social networks. Finally, extensibility and reusability
of simulation models should be encouraged [37], so that researchers can bene-
fit from a library of tested simulation models that can be used, extended and
adapted to model new behaviours.
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4 Soil Platform

4.1 Design Decisions

The first design decision is the selection of Python [30], given its increased popu-
larity, its very gradual learning curve, readability, clear syntax and availability of
libraries for network processing and machine learning. In addition, we consider
the interactive analysis of the IPython interface8 very beneficial for simulation.
From the reviewed platforms, only one platform is available in Python, Mesa,
but it does not provide network facilities yet and is still in constant evolution.
Hence, we evaluated different options to extend Mesa for this scenario. Another
alternative was to extend nxsim9, a Python library that provides a basic ABSS
framework, based on Simpy [29]. We eventually chose nxsim due to its simplicity
and robustness.

Regarding the network model, we have opted for NetworkX, which is the de-
facto standard library for SNA analysis of small to medium networks. For mas-
sive networks, the transition to NetworkKit [42] is straight forward. NetworkX
provides functionalities for manipulating and representing graphs, generators of
classical and popular graph models, and graph algorithms for analysing graph
properties. In addition, NetworkX is interoperable with a great number of graph
formats, including GML, GraphML JSON and GEXF.

For network visualization, we have selected Gephi, an open-sourced software
for network and graph interactive analysis. Gephi is able to render in 3D and
real-time large and complex networks. In addition, both NetworkX and Gephi
support the format GraphML, so a graph generated with NetworkX can be
explored with Gephi in every simulation step. Finally, configurability will be
achieved with configuration files.

4.2 Simulation Model for Social Networks

We propose a simulation model of SNs consisting of users represented by agents
and a network that represents the social links between users. Agent are char-
acterised by their state (e.g. infected) and the behaviours they can carry out
in every simulation step, usually depending on the user state. Each behaviour
defines the actions carried out (e.g. tweeting, following a user, etc.) and how the
agent state evolves, depending on external factors (e.g. news about a topic) or
social factors (e.g. opinion of their friends). Probabilities defined in the configu-
ration control the frequency of actions in every behaviour.

This simulation model has been implemented in the architecture shown in
Fig. 1 and consists of four main components.

The NetworkSimulation class is in charge of the network simulator engine.
It provides forward-time simulation of events in a network based on nxsim and
Simpy. Based on configuration parameters, a graph is generated with NetworkX

8 https://ipython.org/.
9 https://pypi.python.org/pypi/nxsim.
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Fig. 1. Simulation components

and an agent class is populated to each network node. The main parameters
are the network type, number of nodes, maximum simulation time, number of
simulations and timeout between each simulation step.

The BaseAgentBehaviour class is the basic agent behaviour that should be
extended for each social network simulation model. It provides a basic function-
ality for generation of a JSON file with the status of the agents for its analysis
with machine libraries such as Scikit-Learn.

The SoilSimulator class is in charge of running the simulation pipeline defined
in Sect. 4.3, which consists in running the simulation and generating a visualisa-
tion file in GEXF which can be visualised with Gephi. In addition, interactive
analysis can be done through IPython notebooks.

Settings groups the general settings for simulations and the settings of the
different models available in Soil’s simulation model library.

4.3 Simulation Workflow

An overview of the system’s flow is shown in Fig. 2. The simulation workflow
consists of three steps: configuration, simulation and visualization.

Fig. 2. Social simulator’s workflow
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In the first step, the main parameters of the simulation are configured in the
settings.py file. The main parameters are: network graph type, number of agents,
agent type, maximum time of simulation and time step length. In addition, the
parameters of the behaviour model should be configured (e.g. initial states or
probability of an agent action). Agent behaviours should be selected from the
provided library or developed extending the BaseAgentBehaviour class.

Once the simulation is configured, the next step is the simulation, that can be
done step by step or a number of steps. The class BaseAgentBehaviour stores the
status of every agent in every simulation step into a JSON file to be exported once
the simulation is finished. This allows us to automatise the process of generating
the .gexf file.

Finally, users can carry out further analysis with the JSON file as well as
visualize the evolution the simulation with the generated .gexf file with the tool
Gephi, as shown in Fig. 5.

5 Test Cases

We have evaluated Soil in the development of a number of simulation mod-
els. In these experiments, we have used the Barabasi-Albert network generation
model [4].

The models included in the library deal with viral marketing in Twitter [40],
infection (SISa [17]), sentiment correlation the social network Weibo [10], Bass
model [35] and Independent Correlation Model [35] of information diffusion in
social networks.

In order to illustrate the functionalities of Soil, we review the Viral Marketing
model [40], which is based on rumour propagation models. In it, agents have four
potential states: neutral, infected, vaccinated and cured. This model includes the
fact that infected users who made a mistake believing in the rumour will not be

Fig. 3. Code snippet of an infected behaviour
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Fig. 4. Agent evolution Fig. 5. Network visualization

in favour of spreading their mistakes through the network. A example of how
behaviours are programmed is shown in Fig. 3. This behaviour shows that an
infected agent first selects its neutral neighbours and infects them with a given
probability. Figures 4 and 5 show the evolution of agent states and network
visualisation, respectively.

6 Conclusions and Outlook

While generic ABSS provide a suitable framework, we think that further research
on ABSS platforms for specific domains is needed. In this paper we have reviewed
the existing frameworks and the requirements for modelling and simulation of
social networks.

Soil is a modern ABSS for social networks developed in Python that benefits
from the Python ecosystem. It has been applied to a number of social network
simulation models, ranging from rumour propagation to emotion propagation
and information diffusion. Additionally, it is fully open source, cross-platform
and produces outputs compatible with SNA packages and network visualisation
tools. The platform has been designed for research purposes, and has focused
on simplicity of developing new simulation models. Soil allows the generation
of dynamic networks and its animation thanks to the use of Gephi. In spite of
the growing development of the Python ecosystem, there are still some function-
alities, such as Exponential Random Graph Model (ERGMs) which are better
supported in other environments such as R with the statnet10 package, which
provides a wide range of functionality for the statistical analysis of social net-
works. In particular, these models are very interesting for fitting models given a
network data set. As future work, we aim at evaluating and integrating imple-
mentations such as ergm11.

10 http://statnetproject.org.
11 https://github.com/jcatw/ergm.
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Lastly, Soil is work in progress. We aim at improving the experimentation
and visualisation facilities provided by the platform, and improve the platform
through its application in more use cases and through the collaboration with
other research groups.
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CHAPTER4
General Discussion, Conclusions and Future

Research

This chapter provides a general discussion of the work in this thesis, including an

overview of the solutions proposed, an analysis of the results, conclusions, and future

lines of research.
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4.1 Overview

In Section 1.1 we introduced four areas for improvement in sentiment analysis, as well as

the advantages of each of them (Figure 1.1). We also identified a series of challenges in each

area. The ultimate goal of this thesis was to help sentiment analysis grow in those areas

by tackling these challenges. Overall, the main contributions are: 1) Onyx, a vocabulary

for emotions, models of emotions; 2) vocabulary and schemas for language resources and

sentiment analysis services; 3) an architecture for sentiment analysis services and its reference

implementation; and 4) a model of social context (i.e., context of content and users in a

social network). Figure 4.1 shows how each these and other contributions fit into the areas

of improvement, and the remaining of the section discusses how these contributions tackle

the initial challenges.
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Figure 4.1: Summary of contributions, grouped by type of analysis.
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The challenges we identified were the following: 1) lack of interoperability, i.e., hetero-

geneity of formats and schemas; 2) underrepresentation of emotion analysis; 3) difficulty

to integrate with other types of analysis (multimodality); and 4) disregard for contextual

information.

To bring interoperability, we proposed a set of vocabularies and schemas for sentiment

analysis services and language resources. We also designed a generic architecture for senti-

ment analysis services (Senpy), and developed a reference implementation. The architecture

is described in the paper “Senpy: A Pragmatic Linked Sentiment Analysis Frame-

work” (Section 3.2.4), and the reference implementation in “Senpy: A framework for

semantic sentiment and emotion analysis services” (Section 3.2.1). On the language

resources side, this made it possible to create a multilingual portal for language resources,

which could be automatically converted and enriched using linked data sources. On the

services side, it has enabled the creation of multitude of new services, and the introduction

of novel features such as automated evaluation and pipelining of results.

To foster research on emotion analysis, we published a vocabulary for emotions and emo-

tion analysis, and we adapted several emotion models from other projects (i.e., EmotionML

and WordNet-Affect) to be used together with the main vocabulary. This has enabled the

creation of semantic emotion analysis services, and it paved the way for multi-modal anal-

ysis. The result is described in “Onyx: Describing Emotions on the Web of Data”

(Section 3.1.1) and “Onyx: A Linked Data Approach to Emotion Representation”

(Section 3.1.2).

Regarding multimodality, analyses in different modalities can now use the same URIs

for their content, which allows for multimodal fusion. This is achieved by using a new URI

scheme that can be used to unify URIs. Moreover, since different modalities tend to use

different emotion models, we leveraged Onyx to perform automatic model conversion. The

approach is summarized in “Multimodal Multimodel Emotion Analysis as Linked

Data” (Section 3.2.2).

To help develop new interoperable services, we also provided an architecture for advanced

sentiment and emotion analysis services in “Senpy: A Pragmatic Linked Sentiment

Analysis Framework” (Section 3.2.4). The architecture takes into account features such

as automatic evaluation of different services. All these features have been integrated in

the reference implementation of the architecture, described in “Senpy: A framework for

semantic sentiment and emotion analysis services” (Section 3.2.1).

Lastly, we helped unify the terminology and ease the creation of new models that exploit

social context for sentiment and emotion analysis. We did so by providing a formal definition
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of Social Context, as well as a methodology to compare different approaches. We also used

this methodology to summarize and compare the state of the art in the field. The results

are published in “Social context in sentiment analysis: Formal definition, overview

of current trends and framework for comparison” (Section 3.3.1).

To conclude, a different way to analyze these contributions is through the fields of knowl-

edge to which they belong. If we do so, we find three main fields that are thematically

different, yet interconnected: 1) definition of linked data vocabularies; 2) development and

use of linked data technologies; and 3) exploitation of social context. For the purposes of

this thesis, those fields are focused on three types of results: 1) language resources; 2) sen-

timent analysis services; 3) analysis models. This is all illustrated in Figure 4.2, where each

contribution is linked to those fields of knowledge, types of results and existing technologies

or approaches. This view is particularly interesting because it shows how interconnected the

contributions are. For instance, the It also shows the fact that certain contributions belong

to more than one field. For instance, the Senpy vocabulary is very tied to the definition and

implementation of analysis services.

Vocabularies Web Services Social context

SENPY
Architecture

SENPY
Reference

Implementation

SENPY
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SENPY
API

NIF
VocabularyMARL NIF
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Better Sentiment Analysis Models

Figure 4.2: Summary of contributions in each field, and their relation to the existing body

of knowledge.

4.2 Scientific results

This section discusses the scientific results and their relationship to the initial objectives.

Each subsection contains a list of publications that contributed in some way to achieving

one of the objectives. For the sake of brevity, the table only contains titles, impact (if
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available) and summary of contributions. More details for each publication can be found on

the referenced page, including abstract and full text.

4.2.1 Objective 1: Definition of a vocabulary for emotions

The first work in this thesis was to extend the Marl vocabulary (Westerski, Carlos A. Iglesias,

and Tapia, 2011). Marl is a vocabulary for opinions in the web of data. Its original focus

was on the opinion, with sentiment analysis as one of its use cases. It did not cover the

concept of a sentiment analysis activity, or the relationship between the analysis and the

results. Both of those ideas are very important when modelling sentiment analysis services

and their output. To the best of knowledge, there were no vocabularies that modeled a

sentiment analysis process. The relationship between processes and their output had been

thoroughly modeled by the provenance ontology (PROV-O).

Instead of creating an independent vocabulary with the new classes, it was decided to

extend Marl and leverage its popularity in the sentiment analysis community. Hence, the

concept of Sentiment Analysis was introduced, as a PROV-O activity, and Marl’s Opinion

also subclassed PROV-O Entity. With this extension, Marl was aligned with the PROV-O

ontology. The change to the ontology was minimal, but it laid the foundation to what later

became a community group recommendation. The result is available online 1. The extension

of Marl has been key in the development of the Objective-3 and Objective-4.

Once the modification to Marl was successful, we addressed the lack of a widespread

vocabulary for emotions. The goal was to allow for the same level of expressiveness for both

sentiment and emotion analysis. When compared to sentiment analysis, emotion analysis

suffers from two main drawbacks. First of all, it is not as popular. Second of all, there

are several competing models of emotions in psychology. Some of these models are more

popular than others, but there is no real consensus in the community. In our search for a

vocabulary, we evaluated different alternatives. The most popular of these alternatives is

Emotion-ML, a mark-up language for emotions. However, Emotion-ML does not provide

a semantic vocabulary, so it could not be used in linked data applications. Based on the

experience with the extension of Marl, we decided to create a new vocabulary for emotions,

just as Marl did for opinions. This new vocabulary, which we named Onyx, was also aligned

with PROV-O. It can be used to annotate any entity with emotion, although the main

targets are the results from emotion analysis services and all the types of language resources

involved (e.g. corpora and lexicons). This vocabulary can connect results from different

providers and applications, even when different models of emotions are used. At its core, the

1https://www.gsi.upm.es/ontologies/marl
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ontology has three main classes: Emotion, EmotionAnalysis and EmotionSet. In a standard

emotion analysis, these three classes are related as follows: an EmotionAnalysis is run on a

source (which is generally text, e.g. a status update), the result is represented as one or more

EmotionSet instances that contain one or more Emotion instances each. To remedy the lack

of consensus on what model of emotions to use, Onyx follows a similar approach to Emotion-

ML: it provides a meta-model for emotions, and different models can be defined separately.

The election of existing emotion models, or the creation of new ones, is left to the user.

In Emotion-ML these independent models are called vocabularies (not to be confused with

semantic vocabularies such as Onyx or Marl), and the Emotion-ML group has provided the

definition of the most commonly used models. To make Onyx more usable, and to encourage

model re-use, we also adapted these existing vocabularies from Emotion-ML, and created

equivalent Onyx EmotionModel instances with the appropriate classes and/or dimensional

properties. We also converted WordNet-Affect’s a-labels (affective labels for concepts) to an

Onyx emotion model, and a taxonomy of emotions, using the SKOS ontology. The models

based on Emotion-ML vocabularies and on WordNet-Affect have been published online.

Following the best practices in the semantic web, new users are encouraged to use these

models intead of defining their own. The adaptation of Emotion-ML vocabularies

and WordNet-Affect labels to Onyx was included in the Onyx publication. Onyx was

originally published as a conference paper, “Onyx: Describing Emotions on the Web

of Data” (Section 3.1.1), and later on it was published as an journal article in Information

& Management: “Onyx: A Linked Data Approach to Emotion Representation”

(Section 3.1.2). The creation of Onyx and its vocabularies fulfilled the first objective in the

thesis, Objective-1.

Furthermore, Onyx and Marl have since been used to annotate lexica and other lan-

guage resources with sentiment and emotion. e.g., the paper “Generating Linked-Data

based Domain-Specific Sentiment Lexicons from Legacy Language and Semantic

Resources” (Section 3.1.8). It has also been used extensively in the Senpy framework, in

emotion analysis services compatible with Senpy (especially as part of EuroSentiment and

MixedEmotions), and in the creation of semantically annotated language resources.

Table 4.1: Publications related to Objective 1

Page Title Impact Contribution

91 Linguistic Linked Data for Sentiment

Analysis

First use of Marl in language resources, and introduction of

Onyx.
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Table 4.1: Publications related to Objective 1

30 Onyx: Describing Emotions on the

Web of Data

A first version of Onyx, the model for Emotion representation,

and examples of how it could be used to annotate language

resources, a brief comparison with EmotionML notation, and

a proof of concept of service that uses the model. (Objective-

1)

43 Onyx: A Linked Data Approach to

Emotion Representation

Q1

(2.391)

A complete version of Onyx (the emotion vocabulary), with

examples of use in both language resources and emotion anal-

ysis services. It also exemplifies novel applications enabled by

representing emotions using semantic technologies: emotion

mapping using SPIN. (Objective-1)

- Linked Data Models for Sentiment and

Emotion Analysis in Social Networks

Book

chapter

It consolidates and promotes concepts from our earlier publi-

cations.

4.2.2 Objective 2: Definition of a model to annotate language resources and

to be used in analysis services

Once the appropriate models for sentiment and emotion existed, the third task was to define

a model for language resources, and a base API for sentiment and emotion analysis services.

In particular, we consider two kinds of resources: lexicons, which are roughly dictionaries

that map lexical elements (e.g., word) to emotions or sentiment, and corpora, or collections

of annotated entries (e.g., tweets). The nature of corpora makes their annotation very similar

to service results. Hence, we focused on modelling lexicons first. The API would include

both the schema and representation for input and output, as well as the set of endpoints,

HTTP verbs and arguments to accept. The former belongs to the vocabularies side of this

thesis, whereas the second is in the services side.

The model for lexicons would need to integrate already existing and popular vocabularies.

In particular, we decided to base our model on lemon McCrae, Spohr, and Cimiano, 2011a,

a model for modeling lexicon and machine-readable dictionaries and linked to the Semantic

Web and the Linked Data cloud. Lemon supports the linking of a computational lexical

resource with the semantic information defined in an ontology Lemon defines a set of basic

aspects of lexical entries, including its morpho-syntactic variants and normalizations. Lexical

entries can be linked to semantic information through lexical sense objects. In addition,

lemon has a number of modules that allow for modeling different aspects of a lexicon. The list

of currently defined modules includes: linguistic description, phrase structure, morphology,

syntax and mapping, and variation. To create a sentiment or emotion lexicon, or to add

sentiment and emotion annotations to an existing lexicon, the only requisite is that each

lemon lexical entry in the resource needs to include a sentiment (marl:hasOpinion) or
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emotion (onyx:hasEmotionSet) annotation. Listing 4.1 shows the combination of lemon

and Onyx can be used to annotate lexical resources with emotion. The case of opinions is

similar, yet simpler, since the model of opinions is less complex than that of emotions.

Listing 4.1: Example of a sentiment lexicon entry

:susto a lemon:Lexicalentry ;

lemon:canonicalForm [ lemon:writtenRep "susto"@es ] ;

lemon:sense [ lemon:reference wn:synset-fear-noun-1 ;

onyx:usesEmotionModel emoml:pad ;

onyx:hasEmotionSet [

onyx:hasEmotion [

emoml:pad_dominance 4.12 ;

emoml:pad_arousal 5.77 ;

emoml:pad_pleasure 3.19 ;

]

] ;

lexinfo:partOfSpeech lexinfo:noun .

To choose a model for sentiment services and corpora, we examined the state of the art

and the most popular services for sentiment analysis. At that time, NIF (the NLP Inter-

change Format), was the most suitable alternative for NLP services. NIF is a combination

of a vocabulary for NLP analysis responses, and an API for such services. Not only was

NIF the best alternative, but it also aligned very well with our needs and vision at the

time. Unfortunately, NIF had two shortcomings for its adoption in sentiment and emotion

analysis.

First of all, neither the vocabulary nor the API take into consideration sentiment and

emotion analysis. On the vocabulary side, it would be necessary to decide and document how

to combine NIF with vocabularies such as Onyx and Marl. We documented this process, and

generated a set of examples to be followed in different scenarios. For instance, Listing 4.2

shows an excerpt of an emotion-annotated corpus. Emotion analysis services would produce

very similar outputs, as illustrated in Listing 4.3.

Listing 4.2: Example of emotion annotations in a corpus

<http://semeval2014.org/myrestaurant#char=0,80>

rdf:type nif:RDF5147String , nif:Context;

nif:beginIndex "0";

nif:endIndex "80";

nif:sourceURL <http://tripadvisor.com/myrestaurant.txt>;

nif:isString "I loved their fajitas and their pico de gallo is not bad and the

service is correct.";

onyx:hasEmotionSet <http:///semeval2014.org/myrestaurant/emotion/1>.

<http://semeval2014.org/myrestaurant/emotion/1>
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rdf:type onyx:EmotionSet;

prov:generated <http://mixedemotions.eu/analysis/2>;

onyx:describesObject dbp:Restaurant;

onyx:describesFeature dbp:Food;

onyx:hasEmotion [:Emo1, :Emo2].

:Emo1 a onyx:Emotion;

onyx:hasEmotionCategory emoml:happiness;

onyx:hasEmotionIntensity 0.7.

:Emo2 a onyx: Emotion;

onyx:hasEmotionCategory emoml:disgust;

onyx:hasEmotionIntensity 0.1.

<http://mixedemotions.eu/analysis/2>

rdf:type onyx:EmotionAnalysis;

onyx:usesEmotionModel emoml:big6;

onyx:algorithm "dictionary-based";

prov:used le:restaurant_en;

prov:wasAssociatedWith <http://dbpedia.org/resource/UPM>.
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Listing 4.3: Example of an emotion service output

# Service Call: curl --data-urlencode input="My iPad is an awesome device"

# -d informat=text -prefix="http://mixedemotions.eu/example/ipad\#"

# -emodel="wna" "http://www.gsi.dit.upm.es/sa-nif-ws.py"

Service Output:

<http://mixedemotions.eu/example/ipad#char=0,28>

rdf:type nif:RDF5147String ;

nif:beginIndex "0" ;

nif:endIndex "28" ;

nif:sourceURL < http://mixedemotions.eu/example/ipad>;

onyx:hasEmotionSet :emotionSet1.

:customAnalysis

a onyx:EmotionAnalysis;

onyx:algorithm "SVM";

onyx:usesEmotionModel wna:WNAModel.

:emotionSet1

a onyx:EmotionSet;

prov:wasGenerated :customAnalysis;

sioc:has_creator [

sioc:UserAccount <http://www.gsi.dit.upm.es/jfernando>. ];

onyx:hasEmotion [ :emotion1; emotion2 ]

onyx:emotionText: "My iPad is an awesome device".

:emotion1

a onyx:Emotion

onyx:hasEmotionCategory wna:dislike;

onyx:hasEmotionIntensity 0.7.

:emotion2

a onyx:Emotion

onyx:hasEmotionCategory wna:despair;

onyx:hasEmotionIntensity 0.1.

<http://mixedemotions.eu/example/ipad#3,6>

nif:anchorOf "iPad";

itsrdf:taIdentRef: <http://dbpedia.org/iPad>.

On the services side, we would need to extend the API to take the specific needs of

sentiment and emotion analysis services into account. We did so, with an extended API that

takes emotion and emotion conversion into account. This extension is shown in Table 4.2,

which includes all the parameters in the API at the time of writing this document. The

elements not originally included in NIF are highlighted.

Furthermore, NIF is a semantic model, and at the time we evaluated it, it only took tra-

ditional semantic representation formats into account. i.e., n-triples, XML RDF, etc. This
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Table 4.2: The extended NIF-based sentiment and emotion analysis API, which includes

parameters to control emotion conversion.

parameter description

input(i) serialized data (i.e. the text or other formats, depends on informat)

informat (f) format in which the input is provided: turtle, text (default) or json-

ld

outformat (o) format in which the output is serialized: turtle (default), text or

json-ld

prefix (p) prefix used to create and parse URIs

minpolarity

(min)

minimum polarity value of the sentiment analysis

maxpolarity

(max)

maximum polarity value of the sentiment analysis

language (l) language of the sentiment or emotion analysis

domain (d) domain of the sentiment or emotion analysis

algorithm (a) plugin that should be used for this analysis

emotionModel

(emodel, e)

emotion model in which the output is serialized (e.g. WordNet-

Affect, PAD, etc.)

conversionType type of emotion conversion. Currently accepted values: 1) full, re-

sults contain both the converted emotions and the original emotions,

alongside; 2) nested, converted emotions should appear at the top

level, and link to the original ones; 3) filtered, results should only

contain the converted emotions.
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can be a high entrance barrier for developers and users without experience with semantic

technologies. We wanted the format for semantic services to also be familiar for these devel-

opers, without sacrificing the advantages of semantic technologies. This was the motivation

behind the creation of JSON-LD, a subset of JSON with semantics. JSON-LD bridges the

gap between pragmatism and semantic correctness. It is a representation format that is

familiar to most developers, but fully integrated in the RDF ecosystem. NIF listed JSON-

LD as a possible future adition to its formats, but it was not yet included. Nevertheless,

we developed a model that resulted in a user-friendly JSON-LD schema in the responses,

and we included JSON-LD as the default option in the API, to foster its use by the general

public.

Moreover, we meant to cover multi-modal sentiment and emotion analysis. This requires

yet another extension to the NIF-based model, to include URI schemes that are compat-

ible with multimedia. Our proposed representation format was published as a conference

paper, “A Linked Data Model for Multimodal Sentiment and Emotion Analysis”

(Section 3.1.4). We collaborated with partners that have expertise in sentiment analysis in

audio and video, and worked on the fusion of different modalities. This resulted in a fur-

ther extension to the model that includes representation for emotion conversion, and fusion

of different modalities, as shown in “Multimodal Multimodel Emotion Analysis as

Linked Data” (Section 3.2.2). These two publications cover Objective-2.

Table 4.3: Publications related to Objective 2

Page Title Impact Contribution

86 EUROSENTIMENT: Linked Data

Sentiment Analysis

Complete vocabulary for language resources and services,

based on MARL and ONYX (Objective-2)

113 Generating Linked-Data based

Domain-Specific Sentiment Lexi-

cons from Legacy Language and

Semantic Resources

Application of the vocabulary for sentiment in language re-

sources to convert legacy resources, which showcases the power

of the Linked Data approach.

76 A Linked Data Model for Multimodal

Sentiment and Emotion Analysis

The introduction of new URI schemes that allow NIF contexts

to link to multimedia fragments.

- Linked Data Models for Sentiment and

Emotion Analysis in Social Networks

Book

chapter

It consolidates and promotes concepts from our earlier publi-

cations.

68 Towards a Common Linked Data

Model for Sentiment and Emotion

Analysis

First joint publication of the W3C Community Group.

100 A Linked Data Approach to Sentiment

and Emotion Analysis of Twitter in the

Financial Domain

Application of the proposed vocabularies and services in a use

case.
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4.2.3 Objective 3: Definition of a reference architecture for sentiment and

emotion analysis services

At this point, we had defined a NIF-based API for services, and a model for both resources

and services that combined NIF, Marl, Onyx and the PROV-O ontology, as well as a specific

model to represent results from a service. However, our evaluation of the alternatives to

develop new services revealed that most researchers would not share their models as a

service, and those who did were developing their own solutions from scratch. A third group

of researchers were sharing their classifiers not as services, but as extensions to tools such

as GATE. The heterogeneity of solutions, and the barrier imposed by having to develop a

custom solution, are very detrimental to research in the field, especially for newcomers and

for the comparison of different models. This led us to the the definition of a framework

for semantic sentiment analysis services (senpy), and its reference implementation. The

main motivation behind this framework was to help standardize the APIs and tools used

in the sentiment and emotion analysis community, which would foster the creation of more

services, especially public ones. The framework presents a modular view of a service, which

contains the basic modules in a complete service analysis (e.g., parameter validation), and

a series of modules that are necessary to leverage the potential of semantic technologies

(Figure 4.3). It also uses the API and models previously defined, which are vital to the

interoperability of different services, and to enable most of the features that differentiate

semantic services from the rest. e.g., automatic transformations such as emotion model

conversion, and service-agnostic evaluation. The architecture was published as a conference

paper “Senpy: A Pragmatic Linked Sentiment Analysis Framework” (Section 3.2.4)

(Objective-3), and used later on in the reference implementation.

Table 4.4: Publications related to Objective 3

Page Title Impact Contribution

86 EUROSENTIMENT: Linked Data

Sentiment Analysis

Complete vocabulary for language resources and services,

based on MARL and ONYX (Objective-2)

145 Senpy: A Pragmatic Linked Sentiment

Analysis Framework

Definition of the architecture for sentiment and emotion anal-

ysis services (Objective-3)

125 Multimodal Multimodel Emotion

Analysis as Linked Data

Automatic model conversion and proof of concept of multi-

modal fusion.

132 MixedEmotions: An Open-Source

Toolbox for Multi-Modal Emotion

Analysis

Q1

(4.292)

Summary of MixedEmotions’s results, including the common

API and several analysis services in different modalities (au-

dio, video and text) that are interoperable because of it.
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Table 4.4: Publications related to Objective 3

118 Senpy: A framework for semantic sen-

timent and emotion analysis services

Q1

(5.101)

Reference implementation of the architecture, which includes

advanced features such as automatic evaluation on a selection

of datasets and automatic model conversion (Objective-4)

4.2.4 Objective 4: Development of a reference implementation of the archi-

tecture

To illustrate the capabilities and feasibility of the framework, we developed a reference im-

plementation. This implementation was targeted to both NLP researchers that developed

new classifiers, as well as for consumers of such classifiers, either locally or through web ser-

vices. Hence, we developed it using a modular architecture, based on plugins, which could

host several classifiers (i.e., plugins), and that abstracted away the details of semantics and

vocabularies from developers as much as possible. The reference implementation also in-

cludes adapters for external services (e.g., meaning cloud and sentiment140) and well known

tools (e.g., Vader). Figure 4.4 shows the plugin-based architecture of the reference imple-

mentation. The reference implementation was published in the Original Software track of

Knowledge-Based Systems “Senpy: A framework for semantic sentiment and emo-

tion analysis services” (Section 3.2.1), thus fulfilling Objective-4. Senpy2 has since been

used in two European projects (EuroSentiment and MixedEmotions) and in more than 7

bachelor and master theses.

Table 4.5: Publications related to Objective 4

Page Title Impact Contribution

145 Senpy: A Pragmatic Linked Sentiment

Analysis Framework

Definition of the architecture for sentiment and emotion anal-

ysis services (Objective-3)

125 Multimodal Multimodel Emotion

Analysis as Linked Data

Automatic model conversion and proof of concept of multi-

modal fusion.

132 MixedEmotions: An Open-Source

Toolbox for Multi-Modal Emotion

Analysis

Q1

(4.292)

Summary of MixedEmotions’s results, including the common

API and several analysis services in different modalities (au-

dio, video and text) that are interoperable because of it.

118 Senpy: A framework for semantic sen-

timent and emotion analysis services

Q1

(5.101)

Reference implementation of the architecture, which includes

advanced features such as automatic evaluation on a selection

of datasets and automatic model conversion (Objective-4)

2https://github.com/gsi-upm/senpy
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Figure 4.3: Generic architecture for sentiment and emotion analysis services.

Figure 4.4: Architecture of Senpy’s reference implementation.
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4.2.5 Objective 5: Modelling the types of contextual information and social

theories

The last part of the thesis was dedicated to studying the role of contextual information in

sentiment and emotion analysis. After surveying the works in the area, it was evident that

there was no consensus on terminology or methodology for this type of approach. This made

it very hard to evaluate different works. Hence, we first proposed a formal definition of this

type of contextual information, which we call social context. The definition includes the main

entities (users and content), as well as the links between them (relations and interactions),

and it can be modelled as a graph with different types of nodes and edges. The formal defini-

tion of context provides a common language to describe the information used in each work,

which makes it easier to describe and understand the information used in each approach.

There was still the issue that there are countless ways to gather and combine elements in

social context. To address that, and to be able to characterize and compare different ap-

proaches, we proposed a methodology for comparison and a taxonomy of approaches based

on the elements of social context used. The methodology includes different elements that

may differ in each approach, and the taxonomy includes four main categories inspired the

social sciences and economics: contextless, micro, meso and macro. The formal definition,

methodology and comparison of different approaches was published as a journal paper “So-

cial context in sentiment analysis: Formal definition, overview of current trends

and framework for comparison” (Section 3.3.1), thus meeting Objective-5.

At a high level, the definition of social context is the following:

SocialContext = 〈C,U,R, I〉 (4.1)

Where: U is the set of content generated; C is the set of users; I is the set of interactions

between users, and of users with content; R is the set of relations between users, between

pieces of content, and between users and content. Users may interact (i) with other users

(Iu), or with content (Ic). Relations (R) can link any two elements: two users (Ru), a user

with content (Ruc), or two pieces of content (Rc).

This definition is illustrated in Figure 4.5, which provides a graphical representation of

the possible links between entities of the two available types.

One of the novel aspects of the methodology for comparison of approaches is the intro-

duction of different levels of analysis, based on the complexity or scope of their context. Our

proposal is inspired by the micro, meso and macro levels of analysis typically used in social

sciences Bolíbar, 2016. The two differences are: 1) a level of analysis is added to account for
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Iu Iuc

RcRucRu

User Content

Figure 4.5: Model of Social Context, including: content (C), users (U), relations (Rc, Ru

and Ruc), and interactions (Iu and Iuc).

analysis without social context, and 2) the meso level is further divided into three sub-levels

(mesor, mesoi, and mesoe), to better capture the nuances at the meso level. The result is

shown in Fig. 4.6. The specific levels are the following:

Social Context Analysis

Micro Meso MacroContextless

Mesor Mesoi Mesoe
Figure 4.6: Taxonomy of approaches, and the elements of Social Context involved.

• Contextless: The approaches in this category do not use social context, and they rely

solely on textual features.

• Micro: These approaches exploit the relation of content to its author(s), and may

include other content by the same author. For instance, they may use the sentiment of

previous posts (Aisopos et al., 2012) or other personal information such as gender and

age to use a language model that better fits the user (Volkova, Wilson, and Yarowsky,

2013).
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• Meso-relations (Mesor): In this category, the elements from the micro category are

used together with relations between users. This new information can be used to

create a network of users. The slow-changing nature of relations makes the network

very stable. The network can be used in two ways. First, to calculate user and

content metrics, which can later be used as features in a classifier. e.g., a useful

metric could be the ratio of positive neighboring users (Aisopos et al., 2012). Second,

the network can be actively used in the classification, with approaches such as label

propagation (Speriosu et al., 2011).

• Meso-interactions (Mesoi): This category also models and utilizes interactions. In-

teractions can be used in conjunction with relations to create a single network or be

treated individually to obtain several independent networks. The resulting network

is much richer than the previous category, but also subject to change. In contrast to

relations, interactions are more varied and numerous. To prevent interactions from

becoming noisy, they are typically filtered. For instance, two users may only be con-

nected only when there have been a certain number of interactions between them.

• Meso-enriched (Mesoe): A natural step further from Mesoi, this category uses addi-

tional information inferred from the social network. A common technique in this area

is community detection. Community partitions may inform a classifier, influence the

features used for each instance (Tommasel and Godoy, 2018), or be used to process

groups of users differently (Deitrick and W. Hu, 2013). Other examples would be

metrics such as modularity and betweenness, which can be thought of as proxies for

importance or influence. Some works have successfully explored the relationship be-

tween these metrics and user behavior, in order to model users. However, these results

are seldom used in classification tasks.

• Macro: At this level, information from other sources outside the social network is in-

corporated. For instance, Li et al., 2012 use public opposition of political candidates

in combination with social theories to improve sentiment classification. Another ex-

ample of external information is facts such as the population of a country, or current

government, which can be combined with geo-location information in social media

content. A more complex example would be events in the real world or in other types

of media, such as television, which can be analyzed in combination with social media

activity (Heo et al., 2016).

The six levels of approaches are listed in increasing order of detail, measured as the

number of elements social context may include.
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Although the analysis of the state of the art revealed a tendency towards more complex

models (i.e., mesoe), there are still few models that fully exploit SNA for sentiment analysis.

At the same time, we were interested in incorporating community detection, which could

help find weak relationships between users who are otherwise not connected in the network.

This motivated us to work on a novel model for sentiment classification that exploits a

combination of social context and social network analysis. In addition to including commu-

nity detection, our model is also particular in that it can classify both users and content.

The results have been published in an Open Access paper titled “CRANK: A Hybrid

Model for User and Content Sentiment Classification Using Social Context and

Community Detection” (Section 3.3.2).

Lastly, in order to investigate the effect of social theories in social context, and to test

different classification algorithms, we developed an agent-based social simulator (Soil3), de-

scribed in “Soil: An Agent-Based Social Simulator in Python for Modelling and

Simulation of Social Networks” (Section 3.3.5). We also developed several agent mod-

els for the simulator, including different propagation behaviors. These behaviors apply to

propagation phenomena such as rumor spreading, and emotion contagion. The simulator

has been used in several works “Modeling Social Influence in Social Networks with

SOIL, a Python Agent-Based Social Simulator” (Section 3.3.4), in diverse topics such

as radicalization (Méndez et al., 2018; Méndez et al., 2019). It should also be very useful

in future research on social context, either in the generation of synthetic datasets, or in the

evaluation of new models.

Table 4.6: Publications related to Objective 5

Page Title Impact Contribution

154 Social context in sentiment analysis:

Formal definition, overview of current

trends and framework for comparison

Q1

(10.716)

Formalism for the study of Social Context, including a defi-

nition of Social Context, a methodology to compare different

approaches, and a survey of the state of the art using that

methodology. (Objective-5)

238 Soil: An Agent-Based Social Simulator

in Python for Modelling and Simula-

tion of Social Networks

CORE-

C

An agent-based social simulator that can be used to study the

application of social theories (e.g., emotion contagion) on sen-

timent analysis. Several agent behaviors have been included,

such as the SISa propagation model.

232 Modeling Social Influence in Social

Networks with SOIL, a Python Agent-

Based Social Simulator

A demo of Soil in a specific scenario.

215 A Model of Radicalization Growth us-

ing Agent-based Social Simulation

CORE-

B

Application of Soil to study the outcome of different conditions

on radical behavior. New agent behaviors for radicalists and

radicalist cells were introduced.

3https://github.com/gsi-upm/soil
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Table 4.6: Publications related to Objective 5

- Analyzing Radicalism Spread Using

Agent-Based Social Simulation

Book

chapter

An extended version of the previous paper, in the form of a

book chapter.

193 CRANK: A Hybrid Model for User

and Content Sentiment Classification

Using Social Context and Community

Detection

Q2

(2.217)

A novel model for user and content classification using social

context and SNA

4.2.6 Other

Lastly, there have been several contributions that are also aligned with the main lines of the

thesis, although they do not directly contribute to the main objectives. These publications

are in their majority focused on new sentiment or emotion classifiers, where we have col-

laborated with other researchers to evaluate the combination of deep learning with shallow

(traditional) learning. We have also worked on a modular architecture to extract, analyze

and visualizate information from social media and big data sources. The main part of the

architecture is a visualization toolkit that can display information from semantic (SPARQL,

JSON-LD) and non-semantic sources (elasticsearch). The toolkit includes several compo-

nents to browse content annotated with sentiment and emotion. We have also collaborated

to integrate emotion annotation and emotion analysis with a task automation service, geared

towards making smart offices emotion-aware and more pleasant.

Table 4.7: Publications not directly related to the main objectives

Page Title Impact Contribution

322 An Emotion Aware Task Automation

Architecture Based on Semantic Tech-

nologies for Smart Offices

Q1

(3.031)

The use of Onyx in a task automation architecture to model

the emotions of workers in a smart office.

343 Enhancing Deep Learning Sentiment

Analysis with Ensemble Techniques in

Social Applications

Q1

(2.981)

Taxonomy of “shallow” and deep learning approaches, and dif-

ferent combinations through ensemble techniques

363 Aspect based Sentiment Analysis of

Spanish Tweets

Detection of sentiments on specific aspects, using traditional

techniques.

356 Applying Recurrent Neural Networks

to Sentiment Analysis of Spanish

Tweets

Application of deep learning for sentiment analysis in Spanish.

303 A Big Linked Data Toolkit for So-

cial Media Analysis and Visualization

based on W3C Web Components

A modular architecture with a visualization toolkit, which has

been used extensively to extract information, analyze it with

Senpy services and show the results.
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Table 4.7: Publications not directly related to the main objectives

379 EuroLoveMap: Confronting feelings

from News

Visualization of the sentiment of European news sources on

different topics, per country.

4.3 Applications

This thesis has contributed to the field of sentiment analysis in notable ways that are not

covered by the scientific results in the previous section. The list of contributions includes

the application of the scientific results in both industry and academia, the promotion of

concepts through academic activities, and the development of open source tools that can be

of value to the community.

• The Linked Data Models for Sentiment and Emotion Analysis W3C Com-

munity group. According to its website, the Sentiment Analysis Community Group4

is a forum to promote sentiment analysis research. It addresses the following topics:

– Definition of a Linked Data based vocabulary for emotion and sentiment analysis.

– Requirements beyond text-based analysis, i.e. emotion/sentiment analysis from

images, video, social network analysis, etc.

– Clarifying requirements and the need for consensus as e.g. systems currently use

widely varying features for describing polarity values (1-5, -2/-1/0/1/2, posi-

tive/neutral/negative, good/very good etc.).

– Marl and Onyx are vocabularies for emotion and sentiment analysis that can be

taken as a starting point for discussion in the CG.

As any other W3C Community Group, this group cannot publish specifications. Nonethe-

less, it is expected to publish recommendations and reports on the activity of the

group. The group was created by several partners of the EuroSentiment project, who

identified the need for the standardizaitton of vocabularies, tools and practices in the

field.

As co-chair of the group, I collaborated in planning the meetings, gathering infor-

mation for the community group, coordinating the publication of a conference pa-

per, “Towards a Common Linked Data Model for Sentiment and Emotion

Analysis” (Section 3.1.3), and publishing a recommendation. This recommendation,

4https://www.w3.org/community/sentiment/
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entitled “Guidelines for developing Linked Data Emotion and Sentiment Analysis ser-

vices”5, heavily uses the model defined in this thesis. More specifically, it uses the

same schema, and the vocabularies Marl and Onyx to represent sentiment and emo-

tion, respectively.

• Workshop on Emotion and Sentiment Analysis. The W3C Community Group

was also involved in hosting the 2016 edition of the Emotion and Sentiment Anal-

ysis workshop, co-located with the LREC conference in Portoroz, Slovenia. As its

predecessors, the aim of this workshop was to connect the related fields around sen-

timent, emotion and social signals, exploring the state of the art in applications and

resources. All this, with a special interest on multidisciplinarity, multilingualism and

multimodality. The organizing committee comprised several members of the group:

– J. Fernando Sánchez-Rada - UPM, Spain

– Carlos A. Iglesias - UPM, Spain

– Björn Schuller - Imperial College London, UK

– Gabriela Vulcu - Insight Centre for Data Analytics, NUIG, Ireland

– Paul Buitelaar - Insight Centre for Data Analytics, NUIG, Ireland

– Laurence Devillers - LIMSI, France

The workshop was an opportunity to promote the results from this thesis, as well as

the work in the Community Group.

• The EuroSentiment project aimed to develop a large shared data pool for language

resources meant to be used by sentiment analysis systems, in order to bundle together

scattered resources. One goal was to extend the WordNet Domain to sentiment anal-

ysis. The project specified a schema for sentiment analysis and normalise the metrics

used for sentiment strength. This schema for language resources was a direct result

of this thesis (Objective-2), and it included Onyx as the vocabulary for emotions

(Objective-1). The sharing of resources would be supported by a self-sustainable

and profitable framework based on a community governance model, offering contribu-

tors the possibility of exploiting commercially the resources they provide.

• MixedEmotions project (Grant Agreement no: 141111) aimed to develop innova-

tive multilingual multi-modal Big Data analytics applications that will analyze a more

complete emotional profile of user behavior using data from mixed input channels: mul-

tilingual text data sources, A/V signal input (multilingual speech, audio, video), social

5https://www.gsi.upm.es/otros/ldmesa/
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media (social network, comments), and structured data. Its commercial applications

(implemented as pilot projects) would be in Social TV, Brand Reputation Manage-

ment and Call Centre Operations. Making sense of accumulated user interaction from

different data sources, modalities and languages is challenging and has not yet been

explored in fullness in an industrial context. In other words, EuroSentiment focused

on creating and sharing multi-lingual resources for sentiment and emotion analysis,

and MixedEmotions built on that expertise to develop a multi-lingual multi-modal

platform with different analysis services that can be used and combined in different

scenarios. MixedEmotions made extensive use of the API and vocabularies defined for

Senpy (including Onyx), as well as its reference implementation. Namely, all the NLP

services in the platform used the common API, and several services were developed

using the reference implementation, either natively (python code) or in the form of a

wrapper (plugin that interacts with an external service).

• In addition to EUROSENTIMENT and MixedEmotions, Senpy has been used in more

than 5 projects at European and national level. The list includes:

– TRIVALENT. TRIVALENT is an EU funded project which aims to a better un-

derstanding of root causes of the phenomenon of violent radicalisation in Europe

in order to develop appropriate countermeasures, ranging from early detection

methodologies to techniques of counter-narrative. Several ad-hoc services to de-

tect radicalism in text were produced, which were integrated with the existing

emotion analysis services, thanks to the common API.

– EMOSPACES. EmoSpaces’ goal is the development of an IoT platform that

determines context awareness with a focus on sentiment and emotion recognition

and ambient adaptation. In this platform, Onyx is integrated with EWE, the

Evented WEb ontology Coronado, Carlos A Iglesias, and Serrano, 2015. This

combination effectively achieves emotion-aware task automation. In other words,

different aspects of the environment can be automated depending on the emotion

of the occupants. Moreover, several senpy plugins for emotion analysis were used

for sentiment and emotion analysis in text.

– SoMeDi. SOMEDI tries to solve the challenge of efficiently generating and

utilising social media and digital interaction data enabled intelligence. To do so,

several NLP and machine learning services were used, on large datasets of content

from social media. The Senpy API was used in the NLP services of this Big Data

architecture to achieve service interoperability, and the reference implementation

was used to adapt services from different partners (TAIGER, HI Iberia).
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– SEMOLA. The SEMOLA project aims to research on models, techniques and

tools for the development of the empathetic personal agents endowed with a

model of emotions. This facilitates the management of users’ relations with an

intelligent social environment consisting of sensors and ambient intelligence. To

this end, the project aims to: i) investigate recognition techniques and spread

models for sentiments and emotions in social networks and smart environments

(for that purpose, semantic web and linked data technologies, natural language

processing, and social simulation will be employed) ; ii) research on customiza-

tion services based on the context given by ambient intelligence devices in smart

environments; and iii) research on agents models capable of generating emotions

with a conversational interface, and to serve as a decision support system to as-

sist users of an intelligent environment in their daily lives. The SEMOLA project

exploits results from the three main areas of the thesis: it uses Onyx for emotion

representation, Senpy for sentiment analysis in text, and the study of the impact

of social theories in emotion-related phenomena in social media such as emotion

propagation.

– Financial Twitter Tracker The main objective of Financial Twitter Tracker

(FTT) is to enrich financial content with information from Online Social media

such as Twitter. FTT used Senpy for sentiment analysis of financial-related

tweets.

• Use by industry and community. Senpy has been used by industry partners such

as: HI Iberia, Expert System, Paradigma Tecnológico, Taiger, and emotion-research.

The main reason these companies have used Senpy to enable service interoperability in

environments with several providers, or to publish their own services to third parties.

In addition to that, Senpy is popular in the open source community. As of this writing,

its GitHub repository6 has 19 forks and 63 stars, the main docker image on Docker

Hub has been downloaded over 5 thousand times, and the PyPI repository averages

more than 200 downloads per month.

• Creation of Open Source plugins for commercial applications7.

– MeaningCloud8 (Sentiment). MeaningCloud market-leading solutions for text

mining and voice of the customer. The meaningcloud plugin provides a wrapper

over their commercial service that exposes the Senpy API. The plugin has been

used several times to compare novel approaches to the state of the art.

6https://github.com/gsi-upm/senpy
7https://github.com/gsi-upm/senpy-plugins-community
8https://www.meaningcloud.com/
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– Sentiment140 (Go, Bhayani, and Huang, 2009) (Sentiment). Sentiment140 is a

public service for sentiment analysis in Twitter. The original work the service is

based on has been citepd over 2 thousand times, and the service has been used

as baseline in multiple works.

– TAIGER (Sentiment). This is a wrapper for two different commercial sentiment

analysis services in the company.

– Vader (Sentiment). A sentiment analysis service based on Vader (Hutto and

Gilbert, 2014), a rule-based model for sentiment analysis of social media text.

– DepecheMood (Emotion). DepecheMood is a lexicon for emotion analysis based

on crowd-sourced annotations of news (Staiano and Guerini, 2014). This plugin

analyses emotions using that lexicon.

– WordNet-Affect (Emotion). WordNet-Affect (Strapparava, Valitutti, et al., 2004)

is an extension of WordNet Domains, including a subset of synsets suitable to

represent affective concepts correlated with affective words. This plugin maps

sentences to WordNet synsets, and then uses WordNet-Affect to compute the

global emotion of the text.

– ANEW (Emotion). ANEW (Bradley and Lang, 1999) provides a set of normative

emotional ratings for a large number of words in the English language. This plugin

uses ANEW in an emotion classifier that detects six possible emotions: anger,

fear, disgust, joy, sadness and a neutral emotion.

– Emotion-Research (Emotion in Video). Emotion Research9 provides emotion

analysis of video. This plugin is a wrapper over that service.

4.4 Conclusions

In our first group of contributions, we provided a common set of vocabularies and schemata

for both services and languages resources. Our rationale was that these vocabularies would

allow these communities to cooperate, and eventually provide hybrid solutions. A major

barrier to the creation of a vocabulary of emotions has been the lack of a consensus on what

models of emotion to use. We addressed this issue by providing a vocabulary with a meta-

model for emotions, where users can define their own specific models, and by separately

providing a wide variety of models from which to choose. The combination of this emo-

tion vocabulary with other vocabularies such as lemon has allowed us to successfully model

language resources and services alike. This has been supported by our experiences on two

9https://emotionresearchlab.com/
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European projects, several bachelor and master theses, and other uses that we have detected

in the community. In particular, the EuroSentiment language resource pool was the main

goal of the project and it was made possible thanks to the model for language resources. The

portal is covered in “EUROSENTIMENT: Linked Data Sentiment Analysis” (Sec-

tion 3.1.5). The use of a semantic model in that are has proven to be very advantageous. For

instance, the work on automatic domain-specific lexicons from lexical resources exemplifies

the benefits of semantically generated resources, as covered in “Generating Linked-Data

based Domain-Specific Sentiment Lexicons from Legacy Language and Semantic

Resources” (Section 3.1.8). This automatic resource translation and adaptation would not

be possible without the semantic model and its connection to the WordNet ecosystem.

Our second group of contributions is on linked data for sentiment analysis services. Ex-

tending NIF to include affects and creating a schema for service results has yielded very

positive results. The schema has been used extensively by different external partners since

its inception, and the reference implementation has been used both internally (bachelor,

master, PhD theses and other use cases), as well as by third parties (e.g., MixedEmotions

project). Choosing to default to a more user-friendly format (JSON-LD) has also been a

success. It has empowered developers and researchers from different fields to contribute

their own services and consume those of others. They could do so without prior exposure to

semantic technologies. At the same time, the interoperability of services and several of the

features advertised by the reference implementation, such as automatic model conversion,

were powered by semantic technologies. On a related note, our collaboration on multi-modal

fusion has been particularly encouraging, as it combines four advantages of the semantic def-

inition of resources and services. Firstly, several semantically annotated languages resources

were used in text classification. Secondly, different services were consumed using the same

APIs. Thirdly, the combination of the results from each modality was achieved thanks to

semantic interoperability. Lastly, once the results were combined, the fusion was achieved

through automatic model conversion.

The creation of the W3C Community Group on Linked Data Models for Sentiment and

Emotion Analysis has been highly positive for the promotion of linked data and semantic

values in the NLP community. Among other things, it has led to several online and offline

activities to discuss the use of linked data technologies in the area. The group has also gath-

ered their knowledge on tools, resources and projects that are relevant for other researchers.

The result can be seen in both the website of the group, and in the joint publication that

served as a declaration of intentions of the group.

The reference implementation has been integrated with popular libraries such as scikit-
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learn. The integration is bidirectional: converting a scikit-learn classifier into a Senpy

service is straightforward, as is using a senpy plugin as a scikit-learn classifier. This is

very convenient for developers, especially in combination with the automatic evaluation of

plugins.

Lastly, social context seems like a natural step further in sentiment and emotion analysis

research. Our analysis of the state of the art from the past decade confirmed that new

approaches that exploit social context outperform contextless baselines. The same analyses

revealed a lack of unified terminology in the field. This was expected, as is both a new

field and an interdisciplinary one. To remedy that, we provided a formal definition of social

context that could be applied to all the works in our analysis, as well as a methodology

to compare all their approaches. We hope that our proposal helps to clarify the different

approaches available both now and in the future, and that it will contribute to foster research

in the area. Unfortunately, there are other barriers other than terminology that is impeding

research on social context. The main one is that the use of social context requires more

information to be available to the researcher, such as a link between the piece of content

and its author, and the connection of that author to other members of the network. This

information is very seldom available in public datasets. In some situations it can be gathered

a posteriori, provided the piece of content is uniquely identified and searchable (i.e., there

is a user ID). But most datasets contain solely the piece of text and its labels, so there is

no way to gather the context. Sometimes, IDs are not present because the datasets were

created for pure text classification and the use of social context had not been anticipated.

Some other times, the creators of a dataset knowingly omit IDs or other traceable features

to avoid legal and ethical problems. Further discussion is necessary to circumvent these

types of issues and obtain more complete datasets.

In conclusion, all our hypotheses have been supported:

Hypothesis-1 “A Linked Data approach would increase interoperability between ser-

vices and enable advanced capabilities such as automatic evaluation” has been supported

overall by the overall results of the MixedEmotions project, which relied heavily on interop-

erability between services. The results of that project are described in “MixedEmotions:

An Open-Source Toolbox for Multi-Modal Emotion Analysis” (Section 3.2.3). It

is also supported by the fact that different types of developers, both researchers and non-

researchers, and with different types of backgrounds, have successfully used the reference

implementation of Senpy, and some of those uses were done in the context of international

publications, whose main contribution was unrelated to Senpy.

Hypothesis-2 “A semantic vocabulary for emotions would ease multi-modal analysis
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and enable using different emotion models” has been supported by our collaborations on

multi-modal analysis, multi-modal fusion, and the implementation of automatic model con-

version, which has been used by different partners. This is illustrated in “A Linked Data

Model for Multimodal Sentiment and Emotion Analysis” (Section 3.1.4) and “Mul-

timodal Multimodel Emotion Analysis as Linked Data” (Section 3.2.2).

Hypothesis-3 “Sentiment of social media text can be predicted using additional contex-

tual information (e.g., previous history and relations between users)” has been supported by

our analysis of the state of the art in the field in the paper “Social context in sentiment

analysis: Formal definition, overview of current trends and framework for com-

parison” (Section 3.3.1), which showed an improvement in context-based approaches, as

opposed to contextless approaches, albeit with higher variability. Our further investigation

in the matter (yet to be published) also supports the idea that models that use commu-

nity detection (a form of SNA) perform better than both contextless and other types of

context-based approaches (i.e., micro and meso).

4.5 Future Research

Research is an ongoing task. During the course of this thesis, we identified several ways in

which our research could be either expanded or continued in different directions.

First of all, the model for emotion conversion in Onyx has shown potential for inter-

operability and multi-modal fusion, but it has not been fully exploited. Currently, only

two types of bi-directional conversions have been defined: Ekman’s to VAD and Ekman’s

to FSRE. Both of these conversions rely on the same implementation of a centroid-based

conversion. In the VAD case, the centroids are calculated using well known lexicons for

VAD, and WordNet-Affect labels for the same words.

Although the application of this conversion with multi-modal ensemble has shown good

results, more conversion strategies should be implemented and properly evaluated. Perhaps

a conversion from WordNet-Affect A-labels to VAD would be a good candidate to start.

The fact that WordNet-Affect labels form a taxonomy could also be exploited. The conver-

sion could be parameterized to choose the desired level of the WordNet-Affect taxonomy.

That would allow end users to control the level of emotion granularity. The level may be

automatically selected depending on the confidence of the algorithm in the conversion.

On the modelling of language resources and services, there are several ways to continue

improving. The recommendation by the W3C Community Group has been a great step

towards a common model in the community, but it is still far from being a community
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standard. On the other hand, it remains to be seen whether the community feels the need

for an actual standard. Throughout this document we have outlined the drawbacks of ad-

hoc implementations, and the benefits of standardizing the APIs, tooling and terminology

in the field. Hence, we believe that a standard will be sought after as the community grows.

In the meantime, we should continue working on capturing the use cases for linked data for

sentiment analysis, and exploiting the capabilities of semantics.

Regarding the use of linked data in sentiment and emotion analysis services, the Senpy

architecture is very complete, and there are several aspects that are not fully utilized in

the current implementation. For instance, the evaluation layer provides limited reporting

capabilities, which are mostly limited to accuracy and F-1 score evaluation (and cross-

evaluation) metrics. Although some results are cached, the metrics are provided on demand.

It would be interesting to expose these results and the set of gold standards as linked data

to other instances.

Another point for consideration is to extend the architecture, which was initially envi-

sioned as a monolith for relatively light and isolated services. As more and more plugins

were developed for the reference implementation, keeping all the independent versions up to

date became rather tedious. Releasing a new version of the core requires re-launching each

server. In some cases, the server needs to either train a classifier or load data into mem-

ory. Re-training can be avoided by several mechanisms we provide to persist and load data.

However, the start-up time of several services is still long. A more ambitious extension of

the architecture could account for distributed analysis systems, where different parts of the

architecture are provided by different servers. In such an architecture, the modules respon-

sible for the analysis could be lightweight microservices that implement a remote interface

and communicate with a central module that provides the main features. The central mod-

ule could allow for automatic registration of analysis modules, with optional authentication.

This would be transparent to a user of the service, but it would allow us to decouple the

development of services from the .

Regarding social context, our work is the first to formalize the concept of social context,

and to propose a methodology to compare different approaches. We have done so by analyz-

ing the state of the art, and by borrowing concepts from social sciences. Unfortunately, the

field is rather new, which means the taxonomy of approaches could not be too detailed. As

more and more works in the field get published, the taxonomy could be refined. Likewise,

additional useful abstractions could be incorporated in the definition of social context, to

broaden the vocabulary and to help characterize different scenarios and approaches. All this

new knowledge could be crystallized in the form of an ontology of social context. New works
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could employ that ontology to define their approaches and their datasets. Moreover, the

ontology could be used as input to context-aware analysis services, which take some form of

social context as input to their algorithm.

One of the main obstacles to social context research is the lack of available datasets.

More datasets would enable the creation of more precise models, and further evaluation of

existing approaches. The lack can be partially compensated in some scenarios with synthetic

datasets. These datasets could be generated using agent-based social simulation, with tools

such as Soil.

Lastly, there is an interesting trend in deep learning that consists in capturing a repre-

sentation of part of the social context information into fixed-length vectors. Those vectors

are later used as features in a neural network. This technique is known as embedding, and it

is very common for text features (e.g., Word2Vec, GloVe). The rationale behind embedding

is that the vectors summarize latent semantic relations between words. The same principle

could apply to social context features, including the graph of relations or interactions. In

fact, some works are already working on producing network embeddings. It would be very

interesting to combine the insights gathered from our study of social context with the power

of both type of embeddings. One limitation of such an approach is once again the lack of

datasets that either contain or can be extended with social context features. Embedding

relies on high volumes of data in order to converge to quality vectors.
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APPENDIXA

Publications

A.1 Summary of publications

The following tables summarizes the publications made throughout this thesis, grouped
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services (Table A.2), publications on social context (Table A.3), and publications that are

not directly related to this thesis (Table A.4). The following color scheme has been used:

gray for conference papers, blue for journal papers, and white for other types of

publications (e.g., book chapters).
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Table A.2: Publications on Linked Data tools for sentiment analysis
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jf.sanchez@upm.es, a.pascuals@alumnos.upm.es, carlosangel.iglesias@upm.es

http://www.gsi.dit.upm.es

Abstract. Social media generates a massive amount of data at a very
fast pace. Objective information such as news, and subjective content
such as opinions and emotions are intertwined and readily available. This
data is very appealing from both a research and a commercial point of
view, for applications such as public polling or marketing purposes. A
complete understanding requires a combined view of information from
different sources which are usually enriched (e.g .sentiment analysis) and
visualized in a dashboard.
In this work, we present a toolkit that tackles these issues on different
levels: 1) to extract heterogeneous information, it provides independent
data extractors and web scrapers; 2) data processing is done with in-
dependent semantic analysis services that are easily deployed; 3) a con-
figurable Big Data orchestrator controls the execution of extraction and
processing tasks; 4) the end result is presented in a sensible and inter-
active format with a modular visualization framework based on Web
Components that connects to different sources such as SPARQL and
ElasticSearch endpoints. Data workflows can be defined by connecting
different extractors and analysis services. The different elements of this
toolkit interoperate through a linked data principled approach and a set
of common ontologies. To illustrate the usefulness of this toolkit, this
work describes several use cases in which the toolkit has been success-
fully applied.

Keywords: Linked Data · Web Components · Visualization · Social
Media · Big Data .

1 Introduction

We are used to the never-ending stream of data coming at us from social media.
Social media has become a way to get informed about the latest facts, faster
than traditional media. It is also an outlet for our complaints, celebrations and
feelings, in general. This mix of factual and subjective information has drawn the
interest of research and business alike. The former, because social media could
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be used as a proxy to public opinion, a probe for the sentiment of the people.
The latter, because knowing the interests and experience of potential users is
the holy grail of marketing and advertisement.

However, making sense of such a big stream of data is costly in several ways.
The main areas that need to be covered are: extraction, analysis, storage, visual-
ization and orchestration. All these aspects are further influenced by the typical
attributes of Big Data such as large volume, large throughput and heterogeneity.
We will cover each of them in more detail.

First of all, in order to analyze this data, it needs to be extracted. The
volume of data and metadata available in today’s media can be overwhelming.
For instance, a simple tweet, which in principle consists of roughly 140 characters,
contains dozens of metadata fields such as creation date, number of retweets,
links to users mentioned in the text, geolocation, plus tens of fields about the
original poster. Some of this data is very useful, whereas some information (e.g.
the background color of the author’s profile) are seldom used. Furthermore,
Twitter is one of the best case scenarios, because it provides a well documented
API. Other media require collecting unstructured information, or using more
cumbersome techniques.

The extracted data needs to be stored and made available for analysis and
visualization. Since the volume of data is potentially very large, the data store
needs to keep up with this pace, and provide means to quickly query parts
of the data. Modern databases such as ElasticSearch or Cassandra have been
designed for such types of loads. However, analysis requires using data from dif-
ferent sources. For the sake of interoperability and simplicity, data from different
sources should be structured and queried using the same formats. Hence, using
vocabularies and semantic technologies such as RDF and SPARQL would be
highly beneficial.

The next area is data analysis. The analysis serves different purposes, such as
enriching the data (e.g. sentiment analysis), transforming it (e.g. normalization
and filtering) or calculating higher order metrics (e.g. aggregation of results).
Unfortunately, different analysis processes usually require different tooling, for-
matting and APIs, which further complicates matters.

Finally, there is visualization, where the results of the analysis are finally pre-
sented to users, in a way that allows them to explore the data. This visualization
needs to be adaptable to different applications, integrated with other analysis
tools, and performance. In practice, visualization is either done with highly spe-
cialized tools such as Kibana [13], with little integration with other products, or
custom-tailored to each specific application, which hinders reusability.

And, lastly, all these steps need to be repeated for every application. This is,
once again, typically done on an ad-hoc basis, and every step in the process is
manually programmed or configured via specialized tools.

This work presents a toolkit that that deals with these issues on different
levels: 1) to extract heterogeneous information, it provides independent data ex-
tractors and web scrapers; 2) data processing is done with independent semantic
analysis services that are easily deployed; 3) a configurable Big Data orchestra-
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tor controls the execution of extraction and processing tasks; 4) the end result
is presented in a sensible and interactive format with a modular visualization
framework based on Web Components that connects to different sources such as
SPARQL and ElasticSearch endpoints. Data workflows can be defined by con-
necting different extractors and analysis services. The different elements of this
toolkit interoperate through a Linked Data principled approach and a set of
common ontologies. The combination of Linked Data principles and Big Data is
often referred to as Big Linked Data. The toolkit has been successfully used in
several use cases, in different domains, which indicates that it is useful in real
scenarios.

The remaining sections are structured as follows: Section 2 presents technolo-
gies and concepts that this work is based on; Section 3 explains the architecture
of the toolkit, and its different modules; Section 4 illustrates the use of this toolkit
in different use cases; Lastly, Section 5 presents our conclusions and future lines
of work.

2 Enabling Technologies

2.1 W3C Web Components

W3C Web components are a set of web platform APIs that allow the creation
of new custom, reusable, encapsulated HTML tags to use in web pages and web
apps. This Web Components idea comes from the union of four main standards:
custom HTML elements, HTML imports, templates and shadow DOMs.

– Custom Elements: Custom Elements [47] let the user define his own element
types with custom tag names. JavaScript code is associated with the custom
tags and uses them as an standard tag. Custom elements specification is
being incorporated into the W3C HTML specification and will be supported
natively in HTML5.3

– HTML imports: HTML Imports [26] let users include and reuse HTML
documents in other HTML documents, as ’script’ tags let include external
JavaScript in pages.

– Templates: Templates [9] define a new ’template’ element which describes
a standard DOM-based approach for client-side template. Templates allow
developers to declare fragments of markup which are parsed as HTML.

– Shadow DOM: Shadow DOM [17] is a new DOM feature that helps users
build components. Shadow DOMs can be seen as a scoped sub-tree inside
your element.

In order to make compatible these W3C Web components with modern
browsers, a number frameworks have emerged to foster their use.

Polymer is one of these emerging frameworks for constructing Web Compo-
nents that was developed by Google1. Polymer simplifies building customized

1 https://www.polymer-project.org/
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and reusable HTML components. In addition, Polymer has been designed to be
flexible, fast and close. It uses the best specifications of the web platform in a
direct way to simply custom elements creation.

2.2 Emotion and Sentiment Models and Vocabularies

Linked Data and open vocabularies play a key role in this work. The semantic
model used enables both the use of interchangeable services and the integration
of results from different services. It focuses on Natural Language Processing
(NLP) service definition, the result of such services, sentiments and emotions.
Following a Linked Data approach, the model used is based on the following
existing vocabularies:

– NLP Interchange Format (NIF) 2.0 [15] defines a semantic format for im-
proving interoperability among natural language processing services. To this
end, texts are converted to RDF literals and an URI is generated so that
annotations can be defined for that text in a linked data way. NIF offers dif-
ferent URI Schemes to identify text fragments inside a string, e.g. a scheme
based on RFC5147 [49], and a custom scheme based on context.

– Marl [46], a vocabulary designed to annotate and describe subjective opinions
expressed on the web or in information systems.

– Onyx [31], which is built on the same principles as Marl to annotate and
describe emotions, and provides interoperability with Emotion Markup Lan-
guage (EmotionML) [37].

– Schema.org [12] provides entities and relationships for the elements that are
outside the realm of the social media itself. For instance, it can be used to
annotate product reviews.

– FOAF [11] provides the description of relationships and interactions between
people.

– SIOC [4] is used to annotate blog posts, online forums and similar media.
– PROV-O [24] provides provenance information, linking the final results that

can be visualized with the original data extracted, the processes that trans-
formed the data, and the agents that took part in the transformation.

Additionally, NIF [15] provides an API for NLP services. This API has been
extended for multimodal emotion analysis in previous works [33, 34] . This ex-
tension also enables the automatic conversion between different emotion models.

2.3 Senpy

Senpy [32] is a framework for sentiment and emotion analysis services. Services
built with Senpy are interchangeable and easy to use because they share a com-
mon API and Examples. It also simplifies service development.

All services built using Senpy share a common interface, based on the NIF
API [14] and public ontologies. This allows users to use them (almost) inter-
changeably. Senpy takes care of:
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– Interfacing with the user: parameter validation, error handling.
– Formatting: JSON-LD [39], Turtle/n-triples input and output, or simple text

input
– Linked Data: Senpy results are semantically annotated, using a series of well

established vocabularies.
– User interface: a web UI where users can explore your service and test dif-

ferent settings
– A client to interact with the service. Currently only available in Python.

Senpy services are made up of individual modules (plugins) that perform a
specific type of analysis (e.g. sentiment analysis). Plugins are developed indepen-
dently. Senpy ships with a plugin auto-discovery mechanism to detect plugins
locally. There are a number of plugins for different types of analysis (sentiment,
emotion, etc.), as well as plugins that wrap external services such as Senti-
ment140, MeaningCloud and IBM Watson2.

3 Architecture

This work presents a modular toolkit for processing Big Linked Data encouraging
scalability and reusability. The high level architecture of this toolkit, which we
call Soneti, is depicted in Figure 1. It integrates existing open source tools with
other built specifically for the toolkit. The main modules are orchestration, data
ingestion, processing and analysis, storage and visualization and management,
which are described below.

Orchestration. The orchestration module (Sect. 3.1) is responsible of manag-
ing the interaction of the rest modules by automating complex data pipelines
and handling failures. This module enables reusability at thedata pipeline level,
In addition, it enables scalability, since every task of the workflow can be exe-
cuted in a Big Data platform, such as a Hadoop job [48], a Spark job [50] or
a Hive query [43], to name a few. Finally, this module helps to recover from
failures gracefully and rerun only the uncompleted task dependencies in the case
of a failure.

The Data Ingestion module (Sect. 3.2) involves obtaining data from the struc-
tured and unstructured data sources and transforming these data into linked data
formats, using scraping techniques and APIs, respectively. The use of linked data
enables reusability of ingestion modules as well as interoperabilty and provides a
uniform schema for processing data.

The Processing and Analysis module (Sect. 3.3) collects the different anal-
ysis tasks that enrich the incoming data, such as entity detection and linking,
sentiment analysis or personality classification. Analysis is based on the NIF
recommendation, which has been extended for multimodal data sources. Each

2 Sentiment140, MeaningCloud and IBM Watson are online sentiment analysis ser-
vices available at http://www.sentiment140.com/, https://www.meaningcloud.com/
and https://www.ibm.com/watson/services/natural-language-understanding/, re-
spectively.
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Fig. 1: High-level architecture.

analysis task has been modelled as a plugin of Senpy, presented in Sect. 2.3. In
this way, analysis modules can be easily reused.

The Storage module (Sect 3.4) is responsible for storing data in a nonSQL
database. We have selected ElasticSearch [10], since it provides scalability, text
search as well as a RESTful server based on a Query DSL language. For our pur-
poses, JSON-LD [39] is used, with the aim of preserving linked data expressivity
in a format compatible with the Elasticsearch ecosystem.

The Visualization and Querying module (Sect. 3.5) enables building dash-
boards as well as executing semantic queries. Visualisation is based on W3C Web
Components. A library of interconnected Web Component based widgets have
been developed to enable faceted search. In addition, one widget has been devel-
oped for providing semantic SPARQL queries to a SPARQL endpoint Apache
Fuseki [19]. Fuseki is provisioned by the data pipeline.

Figure 2 provides a more detailed view of the architecture, focused on the
Visualization and Querying module, to explain its connection to the rest of the
modules. The following subsections describe each module in more detail.

3.1 Orchestration

Workflow management systems are usually required for managing the complex
and demanding pipelines in Big Data environments. There are a number of
open source tools for workflow management, such as Knime [45], Luigi [40],
SciLuigi [23], Styx [41], Pinterest’s pinball [29] or Airbnb’s Airflow [20]. The
interested reader can find a detailed comparison in [30, 23].

We have selected as workflow orchestrator the open source software Luigi [40],
developed by Spotify. It allows the definition and execution of complex depen-
dency graphs of tasks and handles possible errors during execution. In addition,
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Fig. 2: Detailed architecture of the visualization components.

Luigi provides a web interface to check pipeline dependencies as well as a visual
overview of tasks execution.

Luigi is released as a Python module, which provides an homogeneous lan-
guage since machine learning and natural language processing tasks are also
developed in this language.

A pipeline is a series of interdependent tasks that are executed in order. Each
task is defined by its input (its dependencies), its computation, and its output.

Some examples of the most common pipelines we have reused in a number
of projects are shown in Figure 3:

– Extract and Store: this workflow extracts data from a number of sources and
store them in a JSON-LD format, as shown in Fiure 3a.

– Extract and Store in a noSQL database and an LD-Server: this worflow
extends the previous worflow by storing in parallel in a noSQL database and
a SPARQL endpoint the extracted triples, as depicted in Figure 3b.

– Extract, Analyze and Store workflow: this workflow analyze the data before
storing it, as shown in Figure 3c. The analysis consists in a data pipeline
where each analyzer adds semantic metadata, being the analyzers Senpy plu-
gins. Some examples of these analyzers are sentiment and emotion detection
as well as entity recognition and linking.

The processed data in most workflows is stored in one or multiple datastores
and formats. Figure 4 illustrates the type of semantic annotations that would
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(a) Extract and Store

(b) Extract and Store in a NoSQL database and an LD-Serve

(c) Extract, Analyze and Store

Fig. 3: Examples of different Luigi Workflows.
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be generated by a combinatio of three different services (Sentiment Analysis,
Emotion Analysis and Named Entity Recognition Analysis).

SentimentAnalysis

EmotionAnalysis

NERServiceORCHESTRATOR

TASK <http://example.com/status/1234#char=0,15>    
   a  nif:Context ; 
   nif:isString   "Big Data is fun" ; 

   marl:hasOpinion [ 
         prov:wasGeneratedBy endpoint:SentimentAnalysis ; 
         marl:hasPolarity           marl:Positive 
   ]  ; 

  onyx:hasEmotionSet [ 
        prov:wasGeneratedBy endpoint:EmotionAnalysis ; 
            onyx:hasEmotion  [ 
            onyx:hasEmotionCategory   big6:happiness . 
        ] 
   ]  . 

<http://example.com/status/1234#char=0,8>  
    a nif:Context; nif:referenceContext 
                    <http://example.com/status/1234#char=0,15> ;   
                                   
   nif:annotationUnit [ 

        itsrdf:taIdentRef dbp:Big_Data ;   

         nif:taIdentConf "0.6"^^xsd:decimal ; 

         prov:wasGeneratedBy endpoint:NERService .

 ] .

Fig. 4: Enrichment Pipeline results in turtle format. The annotations generated
by three independent services have been combined thanks to the Linked Data
principles and NIF URI schemes.

3.2 Data Ingestion

The objective of this module is extracting the information from external sources,
map it to linked data formats for process and storage.

A tool, so called GSICrawler 3 has been developed to extract information
for structured and unstructured sources. The architecture of this tool consists
of a set of modules providing a uniform API, which enables its orchestration.
GSICrawler contains scraping modules that are based on Scrapy [21], and other
modules that connect to external APIs. At the time of writing, there are modules
for extracting data from Twitter, Facebook, Reddit, TripAdvisor, Amazon, RSS
Feeds, and a number of specific places, including some journals in PDF format.
The tool is Open Source and publicly available 4.

Table 1 describes the method available in the GSICrawler API, whereas Ta-
ble 2 contains the basic parameters for the /tasks endpoint. More parameters
are available, depending on the type of analysis performed.

3 GSICrawler’s documentation: https://gsicrawler.readthedocs.io
4 https://github.com/gsi-upm/gsicrawler
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Table 1: API endpoints to access tasks and jobs in GSICrawler
endpoint description

GET /tasks/ Get a list of available tasks in JSON-LD format.
GET /jobs/ Get a list of jobs. It can be limited to pending/running jobs by spec-

ifying ?pending=True

POST /jobs/ Start a new job, from an available task and a set of parameters

Table 2: Basic parameters for a new job. Other parameters may be needed or
available, depending on the task.
parameter description

task id Identifier of the task. Example: pdf-crawl.
output Where to store the results. Available options: none, file,

elasticsearch.
retries If the task fails, retry at most this many times. Optional.
delay If specified, the job will be run in delay seconds instead of immedi-

ately. Optional.
timeout Time in seconds to wait for the results. If the timeout is reached,

consider the task failed. Optional.

3.3 Data Processing and Analysis

There is an array of processing tasks that are relevant for social media analy-
sis. The most common are text-based processes such as sentiment and emotion
analysis, named entity recognition, or spam detection. These types of processes
are covered both from an API point of view (Section 2.3) and from a modelling
point of view (Section 2.2), with NIF and its extensions.

Having a common API for analysis services, as covered in Section 2.3, avoids
coupling other parts of the system to the idiosyncrasies of the specific services
used. As a result, services that provide equivalent types of annotation (e.g. two
sentiment services) are interchangeable as far as the rest of the system is con-
cerned. The obvious downside is that, in order to reach this level of decoupling,
external services need to be adapted either natively or through the use of addi-
tional layers such as proxies and wrappers. Fortunately, the number of services
is much lower than the number of applications using them, which makes adapt-
ing services much more efficient than having to adapt systems to include other
services.

Using a common semantic model for results and annotations means that other
modules in the system, especially the visualization module, do not need to rely on
specific schemata or formats for every service or type of service. They can focus
only on representing the information itself. Semantic standards such as RDF
also ensure that applications can be agnostic of the specific serialization format
used (e.g. JSON or XML). This independence is exploited in other modules
of the toolkit. For example, more than one type of datastore can be used as
storage modules, each of them with their own formats. An ElasticSearch database
(JSON-based) may co-exist with a Fuseki (RDF-based) datastore, provided the
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annotations are correct and the appropriate conversion mechanisms (e.g. framing
in the case of JSON-LD) are in place.

All services that are compatible with Senpy’s API and format can be used
with the toolkit proposed in this paper. An updated list is available at Senpy’s
documentation and, it includes services for sentiment analysis, emotion analysis,
NER, age and gender detection, radicalization detection, spam detection, etc.

3.4 Storage

Our toolkit takes two types of storage into consideration: SPARQL endpoints
and traditional datastores with a REST API. In practice, we have employed
Fuseki’s SPARQL endpoint [19], and ElasticSearch’s REST API [10].

One of the main reasons to support other datastores is the need for Big Data
analysis. In particular, we focused on ElasticSearch. Elasticsearch is a search
server based on Lucene. It provides a distributed, full-text search engine with an
HTTP web interface and schema-free JSON documents. ElasticSearch has been
widely used in Big Data applications due to its performance and scalability.
ElasticSearch nodes can be distributed, it divides indices into shards, each of
which can have zero or more replicas. Each node hosts one or more shards, and
acts as a coordinator to delegate operations to the correct shard(s).

To retain semantics, we use a subset (or dialect) of JSON, JSON-LD [39],
which adds semantic annotation to plain JSON objects.

3.5 Visualization and Querying

One of the main goals of the toolkit is to provide a component-based UI frame-
work that can be used to quickly develop custom data visualizations that lead
to insights.

Re-usability and composability were two of our main requirements for the
framework. For this reason, we chose to base the visualization module on W3C
Web Components. Web Components is an increasingly popular set of standards
that enable the development of reusable components. Using Web Components
adds a layer of complexity, especially when it is combined with the usual visu-
alization libraries (e.g. D3.js 5). Fortunately, the additional effort is outweighed
by the growing community behind Web Components and the increasing number
of compatible libraries.

Nevertheless, several aspects were not fully covered by the current standard.
In particular, we wanted to provide faceted search combined with text search and
web component communication. To do so, componenents need to communicate
with each other, which requires a set of conventions on top of Web Components.

There are several alternatives for web component communication [42], such
as custom events between components and publish-subscribe pattern [22]. Af-
ter considering these alternatives, we chose to follow a Model-View-Controller

5 https://d3js.org/

314



(MVC) architecture (Figure 2). In MVC, a single element is in charge of connect-
ing to the data sources, filtering the results, and exposing it to other components,
which can them present it.

Since this visualization should also be interactive, visualization components
also contain their own set of filters. When interacting with these components, a
user may modify the filters, and the component will communicate the change of
filters back to the filtering component. This allows storing which elements have
been selected and thus making more complex queries to data sources (e.g. Elastic-
Search). The communication between components is achieved through observers
and computed properties, which allow changes to be seamlessly propagated to
all components.

The result of combining Web Components with these conventions to organize
data is Sefarad 6, an Open Source code 7 framework which is the core of the
visualization module in the toolkit. Visualizations in Sefarad are composed of
individual dashboards, which are web pages oriented to display all groups of
related information (e.g. visualization of the activity of a brand in social media).
In turn, these dashboards are further divided into widgets (e.g. charts and lists),
which are connected to present a coherent and interactive view.

Dashboards serve the purpose of integrating a collection of widgets and con-
necting them to the data sources (e.g. Fuseki). Hence, dashboards are custom-
tailored to specific applications, and are not as reusable as widgets. There are
two main types of dashboards. On one hand, there are dashboards that provide a
simple interface with interactive widgets, filters and textual search. This type of
dashboards is aimed towards inexperienced users. Hence, their actions are guided
with pre-defined queries and suggestions. On the other hand, we find dashboards
that cater to more advanced users, who can explore the dataset through more
complex queries using a SPARQL editor. These results can be viewed in raw
format, using pivot tables, and through compatible widgets.

As shown in Figure 5, Serafad is also capable of retrieving semantic data
from external sources, such as Elasticsearch, Fuseki or DBPedia. Data retrieving
is done by an client (e.g. Elasticsearch) located at the dashboard. This client
stores data and it is shared with all the widgets within that dashboard.

At the time of writing, this is a categorized list of popular widgets in the
toolkit:

– Data statistics widgets: These widgets are used to visualize data statis-
tics from an Elasticsearch index at a glance. We include inside this cate-
gory Google-chart-elasticsearch, number-chart, spider-chart, Liquid-fluid-d3,
wordcloud...

– Sentiment widgets: These widgets are used to visualize sentiment informa-
tion. We include inside this category chernoff-faces, field-chart, tweet-chart,
wheel-chart, youtube-sentiment...

6 Sefarad’s documentation: http://sefarad.readthedocs.io/
7 https://github.com/gsi-upm/sefarad
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Fig. 5: Architecture of the Visualization module

– NER widgets: These widgets are used to visualize recognized entities from
an Elasicsearch index. We include inside this category entities-chart, people-
chart, aspect-chart, wheel-chart...

– Location widgets: This group of widgets visualize data geolocated in dif-
ferent maps. Spain-chart, happymap and leaflet-maps are some examples of
this kind of widgets.

– Document widgets: Inside this group we can find tweet-chart and news-
chart. These widgets are used to visualize all documents within an Elastic-
search index.

– Query widgets: This widgets add more functionalities to Sefarad frame-
work, they are used to modify or ask queries to different endpoints. We
include inside this category material-search, YASGUI-polymer, date-slider...

4 Case Studies

The platform has been used in a number of national and European R&D projects,
such as Financial Twitter Tracker [3, 35], FP7 SmartOpenData [36, 7], H2020
Trivalent [2], and ITEA Somedi. In addition, the platform has been applied in
several master thesis in sentiment and emotion detection in Twitter, Facebook
and web sites in different domains, such as football [28, 25, 27], song lyrics [18], ge-
olocated media [8], political parties [1], financial news [44, 6] and e-commerce [5].
It has also been applied for detection of insomnia [38] and radicalism [16] in Twit-
ter [38]. For illustration purposes, we will describe three cases were the platform
has been used.

Figure 6a shows the Trivalent dashboard. In this case, the purpose of the
dashboard is to analyze radicalization sources, including Twitter, news papers
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(a) Screenshot from the Trivalent
Dashboard

(b) Brand monitoring for the SoMeDi
project.

(c) Example of analysis of insommia in Twitter.

Fig. 6: Case studies
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(CNN, New York Times and Aljazeera) and radicalist magazines (Dabiq and
Rumiyah). The crawler collects all the information and processes in different
ways. In particular, the current version includes entity recognition and linking,
topic identification and sentiment and emotion analysis. Future versions will also
include narrative detection.

The second case is brand monitoring and analysis of competitors, within
the SoMeDi project. The goal was to compare the social media activity related
to a given brand with that of the competition. To this end, the GSICrawler
service fetches data about the brand and its competition from social networks
(Twitter, Facebook and Tripadvisor). Secondly, this data is enriched using sen-
timent analysis and named entity recognition. Figure 6b shows a partial view of
the dashboard. In this case, it was important to present the results in different
points in time, to filter out specific campaigns and to compare the evolution of
the activity for each entity.

Another example is shown in Figure 6c. In this case, the system analyzes the
timeline of Twitter users for determining if they suffer from insommia and the
underlying reasons. In this case, the data ingestion comes from Twitter and a
Senpy plugin carries out the classifications. The development of Senpy plugins
is straight forward, since Scikit-learn classifiers can be easily exposed as Senpy
plugins, by defining the mapping to linked data properties.

5 Conclusions

The motivation of this work was to leverage Linked Data to enable the analysis
of social media, and later visualization of the results, with reusable components
and configurable workflows. The result is a toolkit that relies on a set of vo-
cabularies and semantic APIs for interoperability. The toolkit’s architecture is
highly composable, with modularity and loose coupling as driving principles. In
particular, the visualization elements are based on web components, which in-
troduce new development paradigms such as the shadow DOM and templates.
Adapting to this new paradigm takes some time, but results in highly reusable
code. On the processing side, using a semantic approach with a combination of
ontologies and the NIF API has made it possible to seamlessly combine different
analysis services. The fact that analysis results are semantically annotated has
made using components easy.

The toolkit is under an Open Source license, and its modules are publicly
available on GitHub8. Several demonstrations also showcase the usefulness of
the visualization in each use case.

To further expand this toolkit, we are already working on integrating the
visualization components with React 9, the JavaScript library by Facebook. Once
the integration is complete, the full ecosystem of UI elements in React will be
available in widgets and dashboards. On the other hand, the options for data
processing are not limited to text. If information such as user relevance or content

8 Soneti’s documentation: https://soneti.readthedocs.io/
9 https://reactjs.org/
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diffusion are important for an application, other techniques like social network
analysis are needed. These types of analysis are not covered by any generic
specification that we know of. For this reason, we are also working on defining
the types of analysis of online social networks, in order to provide a vocabulary
and an API just like NIF did for NLP.
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Abstract: The evolution of the Internet of Things leads to new opportunities for the contemporary

notion of smart offices, where employees can benefit from automation to maximize their productivity

and performance. However, although extensive research has been dedicated to analyze the impact of

workers’ emotions on their job performance, there is still a lack of pervasive environments that take

into account emotional behaviour. In addition, integrating new components in smart environments

is not straightforward. To face these challenges, this article proposes an architecture for emotion

aware automation platforms based on semantic event-driven rules to automate the adaptation of

the workplace to the employee’s needs. The main contributions of this paper are: (i) the design of

an emotion aware automation platform architecture for smart offices; (ii) the semantic modelling of

the system; and (iii) the implementation and evaluation of the proposed architecture in a real scenario.

Keywords: ambient intelligence; smart office; emotion regulation; task automation; semantic technologies

1. Introduction

The emergence of Internet of Things (IoT) opens endless possibilities for the Information and

Communication Technologies (ICT) sector, allowing new services and applications to leverage the

interconnection of physical and virtual realms [1]. One of these opportunities is the application

of Ambient Intelligence (AmI) principles to the workplace, which results in the notion of smart

offices. Smart offices can be defined as “workplaces that proactively, but sensibly, support people in their

daily work” [2].

A large body of research has been carried out on the impact that emotions have on decision

making [3], health [4], emergencies [5] and working life [6]. This states the importance of recognizing

and processing the emotions of people in intelligent environments. Particularly in the workplace,

emotions play a key role, since the emotional state of workers directly affects other workers [7] and,

consequently, company business. The application of emotion aware technologies to IoT environments

entails a quantitative improvement in the workers’ quality of life, since it allows the environment to

be adaptive to these emotions and, therefore, to human needs [8]. In addition, this improvement in

worker quality of life directly affects company performance and productivity [9].

Emotion Aware AmI (AmE) extends the notion of intelligent environments to detect, process and

adapt intelligent environments to users’ emotional state, exploiting theories from psychology and

social sciences for the analysis of human emotional context. Considering emotions in the user context

can improve customization of services in AmI scenarios and help users to improve their emotional

intelligence [10]. However, emotion technologies are rarely addressed within AmI systems and have

been frequently ignored [10,11].

A popular approach to interconnect and personalize both IoT and Internet services is the use of

Event-Condition-Action (ECA) rules, also known as trigger–action rules [12]. Several now prominent

Sensors 2018, 18, 1499; doi:10.3390/s18051499 www.mdpi.com/journal/sensors
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websites, mobile and desktop applications feature this rule-based task automation model, such as

IFTTT (https://ifttt.com/) or Zapier (https://zapier.com/). These systems, so-called Task Automation

Services (TASs) [13], are typically web platforms or smartphone applications, which provide an

intuitive visual programming environment where inexperienced users seamlessly create and manage

their own automations. Although some of these works have been applied to smart environments [14,15],

these systems have not been applied yet for regulating users’ emotions in emotion aware environments.

This work proposes a solution that consists in an emotion aware automation platform that

enables the automated adaption of smart office environments to the employee’s needs. This platform

allows workers to easily create and configure their own automation rules, resulting in a significant

improvement of their productivity and performance. A semantic model for the emotion aware TASs

based on the Evented WEb (EWE) [13] ontology is also proposed, which enables data interoperability

and automation portability, and facilitates the integration between tools in large environments.

Moreover, several sensors and actuators have been integrated in the system as a source of ambient data

or as action performers which interact with the environment. In this way, the design of an emotion

aware automation platform architecture for smart offices is the main contribution of this paper, as well

as the semantic modelling of the system and its implementation and validation in a real scenario.

The rest of this paper is organized as follows. Firstly, an overview about the related work in smart

offices, emotion regulation and semantic technologies is given in Section 2. Section 3 presents the

semantic modelling of the system, describing different ontologies and vocabularies which have been

used and the relationships between them. Then, Section 4 describes the reference architecture of the

proposed emotional aware automation platform, describing the main components and modules as

well as its implementation. Section 5 describes the evaluation of the system in a real scenario. Finally,

the conclusions drawn from this work are described in Section 6.

2. Background

This section describes the background and related work for the architecture proposed in this

paper. First, an overview of related work in AmE and specifically in smart offices is given in

Sections 2.1 and 2.2, respectively. Then, the main technologies involved in emotion recognition and

regulation are described in Sections 2.3 and 2.4. Finally, Section 2.5 gives an overview of the state of art

regarding to semantic technologies.

2.1. Emotion Aware AmI (AmE)

The term AmE was coined by Zhou et al. [16]. AmE is “a kind of AmI environment facilitating human

emotion experiences by providing people with proper emotion services instantly”. This notion aims at fostering

the development of emotion-aware services in pervasive AmI environments.

AmE are usually structured in three building blocks [10,17]: emotion sensing, emotion analysis

and emotion services or applications.

Emotion sensing is the process of gathering affective data using sensors or auto-reporting

techniques. There exists many potential sensor sources, including speech, video, mobile data [18],

textual and physiological and biological signals. An interesting research for multimodal sensing

in real-time is described in [19]. Then, the Emotion analysis module applies emotion recognition

techniques (Section 2.4) to classify emotions according to emotion models, being the most popular the

categorical and dimensional ones and optionally express the result in an emotion expression language

(Section 2.5). Emotion services or applications exploit the identified emotions in order to improve

user’s life. The main applications are [17] emotion awareness and sharing to improve health and

mental well-being to encourage social change [20], mental health tracking [21], behaviour change

support [22], urban affective sensing to understand the affective relationships of people towards

specific places [23] and emotion regulation [24] (Section 2.4).

The adaptation of AmI frameworks to AmE presents a number of challenges because of

the multimodal nature of potential emotion sensors and the need for reducing ambiguity of
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emotion multimodal sources using fusion techniques. In addition, different emotion models are

usually used depending on the nature of the emotion sources and the intended application.

According to [25], most existing pervasive systems do not consider a multi-modal emotion-aware

approach. As previously mentioned, despite the mushrooming of IoT, there are only few experiences

in the development of AmE environments that take into account emotional behaviour, and most of

them describe prototypes or proofs of concept [10,11,25–29].

From these works, emotion sensing has been addressed using emotion sources such as

speech [25,26,29], text [10], video facial and body expression recognition [24] and physiological

signals [24]. Few works have addressed the problem of emotion fusion in AmI [24] where a neural

multimodal fusion mechanism is proposed. With regard to regulation techniques, fuzzy [24,29] and

neurofuzzy controllers [11] have been proposed. Finally, the fields of application have been smart

health [24], intelligent classroom [29] and agent-based group decision making [28].

Even though some of the works mention a semantic modelling approach [10], the reviewed

approaches propose or use a semantic schema for modelling emotions. Moreover, the lack of semantic

modelling of the AmI platform is challenging for integrating new sensors and adapt them to new

scenarios. In addition, these works follow a model of full and transparent automation which could

leave users feeling out of control [30], without supporting personalization.

2.2. Smart Offices

Although several definitions for smart offices are given in different works [2,31,32], all of them

agree in considering a smart office as an environment that supports workers on their daily tasks.

These systems use the information collected by different sensors to reason about the environment,

and trigger actions which adapt the environment to users’ needs by mean of actuators.

Smart offices should be aligned to the business objectives of the enterprise, and should

enable a productive environment that maximizes employee satisfaction and company performance.

Thus, smart offices should manage efficiently and proactively the IoT infrastructure deployed in the

workplace as well as the enterprise systems. Moreover, smart offices should be able to interact with

smartphones and help employees to conciliate their personal and professional communications [33].

Focusing on existing solutions whose main goal is the improvement of workers’ comfort at

the office, Shigeta et al. [34] proposed a smart office system that uses a variety of input devices

(such as camera and blood flow sensor) in order to recognize workers’ mental and physiological

states, and adapts the environment by mean of output devices (such as variable colour light, speaker or

aroma generator) for improving workers’ comfort. In addition, HealthyOffice [35] deals with a novel

mood recognition framework that is able to identify five intensity levels for eight different types of

moods, using Silmee TM device to capture physiological and accelerometer data. Li [36] proposed the

design of a smart office system that involves the control of heating, illuminating, lighting, ventilating

and reconfiguration of the multi-office and the meeting room. With regard to activity recognition,

Jalal et al. [37] proposed a depth-based life logging human activity recognition system designed to

recognize the daily activities of elderly people, turning these environments into an intelligent space.

These works are clear examples of using smart office solutions for improving quality of life, and they

propose systems able to perform environment adaption based on users’ mental state.

Kumar et al. [38] proposed a semantic policy adaptation technique and its applications in the

context of smart building setups. It allows users of an application to share and reuse semantic policies

amongst them-selves, based on the concept of context interdependency. Alirezaie et al. [39] presented

a framework for smart homes able to perform context activity recognition, and proposed also a

semantic model for smart homes. With regard to the use of semantic technologies in the smart office

context, Coronato et al. [40] proposed a semantic context service that exploits semantic technologies

to support smart offices. This service relies on ontologies and rules to classify several typologies of

entities present in a smart office (such as services, devices and users) and to infer higher-level context
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information from low-level information coming from positioning systems and sensors in the physical

environments (such as lighting and sound level).

One of the first mentions of emotion sensor was in the form of affective wearables,

by Picard et al. [41]. As for semantic emotion sensors, there is an initial work proposed by

Gyrard et al. [42]. However, to the extent of our knowledge, there is no work in the literature that

properly addresses the topics of emotion sensors and semantic modelling in a unified smart automation

platform. This paper aims to fill this gap, proposing a semantic automation platform that also takes

into account users’ emotion.

2.3. Emotion Recognition

Over the last years, emotion detection represents a significant challenge that is gaining the

attention of a great number of researchers. The main goal is the use of different inputs for carrying out

the detection and identification of the emotional state of a subject. Emotion recognition opens endless

possibilities as it has wide applications in several fields such as health, emergencies, working life,

or commercial sector. The traditional approach of detecting emotions through questionnaires answered

by the participants does not yield very efficient methods. That is the reason for focusing on automatic

emotion detection using multimodal approaches (i.e., facial recognition, speech analysis and biometric

data), as well as ensemble of different information sources from the same mode [43].

Algorithms to predict emotions based on facial expressions are mature and considered accurate.

Currently, there are two main techniques to realize facial expression recognition depending on its way

of extracting feature data: appearance-based features, or geometry-based features [44]. Both techniques

have in common the extraction of some features from the images which are fed into a classification

system, and differ mainly in the features extracted from the video images and the classification

algorithm used [45]. Geometric based techniques find specific features such as the corners of the

mouth, eyebrows, etc. and extracts emotional data from them. Otherwise, appearance based extraction

techniques describe the texture of the face caused by expressions, and extract emotional data from

skin changes [46].

Emotion recognition from speech analysis is an area that is gaining momentum in recent years [47].

Speech features are divided into for main categories: continuous features (pitch, energy, and formants),

qualitative features (voice quality, harsh, and breathy), spectral features (Linear Predictive Coefficients

(LPC) and Mel Frequency Cepstral Coefficients (MFCC)), and Teager energy operator-based features

(TEO-FM-Var and TEO-Auto-Env) [48].

Physiological signals are another data source for recognizing people’s emotions [49]. The idea of

wearables that detect the wearer’s affective state dates back to the early days of affective computing [41].

For example, skin conductance changes if the skin is sweaty, which is related to stress situations and

other affects. Skin conductance is used as an indicator of arousal, to which it is correlated [50]. A low

level of skin conductivity suggests low arousal level. Heart rate is also a physiological signal connected

with emotions, as its variability increases with arousal. Generally, heart rate is higher for pleasant and

low arousal stimuli compared to unpleasant and high arousal stimuli [50].

2.4. Emotion Regulation

Emotion regulation consists in the modification of processes involved in the generation or

manifestation of emotion [51], and results an essential component of psychological well-being and

successful social functioning. A popular approach to regulate emotions is the use of colour, music or

controlled breathing [52,53].

Xin et al. [54,55] demonstrated that colour characteristics such as chroma, hue or lightness produce

an impact on emotions. Based on these studies and on the assumption of the power of colour to change

mood, Sokolova et al. [52] proposed the use of colour to regulate affect. Participants of this study

indicated that pink, red, orange and yellow maximized their feeling of joy, while sadness correlates

with dark brown and gray. Ortiz-García-Cervigón et al. [56] proposed an emotion regulation system
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at home, using RGB LED strips that are adjustable in colour and intensity to control the ambience.

This study reveals that warm colours are rated as more tensed, hot, and less preferable for lighting,

while cold colours are rated as more pleasant.

With regard to music, several studies [57,58] show that listening to music influences mood and

arousal. Van der Zwaag [59] found that listening to preferred music significantly improved performance

on high cognitive demand tasks, suggesting that music increases efficiency for cognitive tasks.

Therefore, it has been demonstrated that listening to music can influence regulation abilities, arousing

certain feelings or helping to cope negative emotions [60]. In addition, it has been demonstrated that

different types of music may have different demands on attention [61].

The commented studies show that the adaptation of ambient light colour and music are

considerable solutions for regulating emotions in a smart office environment, as this adaptation

may improve workers’ mood and increase their productivity and efficiency.

2.5. Semantic Modelling

Semantic representation considerably improves interoperability and scalability of the system, as it

provides a rich machine-readable format that can be understood, reasoned about, and reused.

To exchange information between independent systems, a set of common rules need to be

established, such as expected formats, schemas and expected behaviour. These rules usually take

the form of an API (application programming interface). In other words, systems need not only to

define what they are exchanging (concepts and their relationship), but also how they represent this

information (representation formats and models). Moreover, although these two aspects need to be in

synchrony, they are not unambiguously coupled: knowing how data are encoded does not suffice to

know what real concepts the refer to, and vice versa.

The semantic approach addresses this issue by replacing application-centric ad-hoc models and

representation formats with a formal definition of the concepts and relationships. These definitions

are known as ontologies or vocabularies. Each ontology typically represents one domain in detail,

and they borrow concepts from one another whenever necessary [62]. Systems then use parts of

several ontologies together to represent the whole breadth of their knowledge. Moreover, each concept

and instance (entity) is unambiguously identified. Lastly, the protocols, languages, formats and

conventions used to model, publish and exchange semantic information are standardized and well

known (SPARQL, RDF, JSON-LD, etc.) [63–65].

This work merges two domains: rule-based systems and emotions. We will explore the different

options for semantic representation in each domain.

There are plenty of options for modelling and implementing rule-based knowledge, such

as RuleML [66], Semantic Web Rule Language (SWRL) [67], Rule Interchange Format (RIF) [68],

SPARQL Inferencing Notation (SPIN) [69] and Notation 3 (N3) Logic [70].

EWE [13] is a vocabulary designed to model, in a descriptive approach, the most significant

aspects of Task Automation Service (TAS). It has been designed after analyzing some of the most

relevant TASs [71] (such as Ifttt, Zapier, Onx, etc.) and provides a common model to define and

describe them. Based on a number of identified perspectives (privacy, input/output, configurability,

communication, discovery and integration), the main elements of the ontology have been defined,

and formalized in an ontology. Moreover, extensive experiments have been developed to transform

the automation of these systems into the proposed ontology. Regarding inferences, EWE is based

on OWL2 classes and there are implementations of EWE using a SPIN Engine (TopBraid (https:

//www.w3.org/2001/sw/wiki/TopBraid)) and N3 Logic (EYE (http://eulersharp.sourceforge.net/)).

Four major classes make up the core of EWE: Channel, Event, Action and Rule. The class

Channel defines individuals that either generate Events, provide Actions, or both. In the smart office

context, sensors and actuators such as an emotion detector or a smart light are described as channels,

which produce events or provide actions. The class Event defines a particular occurrence of a process,

and allows users to describe under which conditions should rules be triggered. These conditions
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are the configuration parameters, and are modelled as input parameters. Event individuals are

generated by a certain channel, and usually provide additional details. These additional details are

modelled as output parameters, and can be used within rules to customize actions. The recognition of

sadness generated by the emotion detector sensor is an example of entity that belongs to this class.

The class Action defines an operation provided by a channel that is triggered under some conditions.

Actions provides effects whose nature depends on itself, and can be configured to react according to

the data collected from an event by means of input parameters. Following the smart office context

mentioned above, to change the light colour is an example of action generated by the smart light

channel. Finally, the class Rule defines an ECA, triggered by an event that produces the execution of

an action. An example of rule is: “If sadness is detected, then change the light colour”.

There are also different options for emotion representation. EmotionML [72] is one of the

most notable general-purpose emotion annotation and representation languages that offers twelve

vocabularies for categories, appraisals, dimensions and action tendencies. However, as shown in

previous works [73], the options for semantic representation are limited to a few options, among which

we highlight the Human Emotion Ontology (HEO) [74], and Onyx [73], a publicly available ontology

for emotion representation. Among these two options, we chose Onyx for several reasons: it is

compatible with EmotionML; it tightly integrates with the Provenance Ontology [75], which gives us

the ability to reason about the origin of data annotations; and it provides a meta-model for emotions,

which enables anyone to publish a new emotion model of their own while remaining semantically

valid, thus enabling the separation of representation and psychological models. The latter is of great

importance, given the lack of a standard model for emotions. In EmotionML, emotion models are also

separated from the language definition. A set of commonly used models is included as part of the

vocabularies for EmotionML [76], all of which are included in Onyx.

Moreover, the Onyx model provides a model for emotion conversion, and a set of existing

conversions between well known models. Including conversion as part of the model enables the

integration of data using different models. Two examples of this would be working with emotion

readings from different providers, or fusing information from different modalities (e.g., text and

audio), which typically use different models. It also eases a potential migration to a different model

in the future.

In addition, Onyx has been extended to cover multimodal annotations [77,78]. Lastly, the Onyx

model has been embraced by several projects and promoted by members of the Linked Data Models

for Emotion and Sentiment Analysis W3C Community Group [79].

There are three main concepts in the Onyx ontology that are worth explaining, as they are used in

the examples in following sections. They are: Emotion, EmotionAnalysis and EmotionSet. They relate to

each other in the following way: an EmotionAnalysis process annotates a given entity (e.g., a piece

of text or a video segment) with an EmotionSet, and an EmotionSet is in turn comprised of one or

more Emotions. Due to the provenance information, it is possible to track the EmotionAnalysis that

generated the annotation.

3. Semantic Modelling for the Smart Office Environment

With the purpose of applying a semantic layer to the emotion aware automation system, several

vocabularies and relationships between ontologies have been designed. This enables the semantic

modelling of all entities in the smart office environment. Figure 1 shows the relationships between the

used ontologies described above.
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Figure 1. Main classes of the ontologies involved in the semantic modelling.

Automation rules (ewe:Rule) are modelled using EWE ontology [13], which presents them in

event-condition-action form. Events (ewe:Event) and actions (ewe:Action) are generated by certain

channels. In the proposed architecture, there are different channels that either generate events, provide

actions, or both. The class ewe:Channel has been subclassed to provide an emotional channel class

(emo:Channel), which is responsible for generating events and actions related to the emotion recognition

and regulation. From this class, the channels emo:EmotionSensor and emo:EmotionRegulator have been

defined. The former is responsible for generating events related to the emotion detection, while the

later is responsible for providing certain actions that have the purpose of regulating the emotion.

These two classes group all sensors and actuators able to detect or regulate emotions, but should be

subclassed by classes representing each device concretely. In addition, events and actions may have

parameters. The emo:EmotionDetected event has as Parameter the detected emotion. Emotions are

modelled using Onyx [73], as described in Section 2.5, so the parameter must subclass onyx:Emotion.

The emo:EmotionRegulator channel can be subclassed for defining a SmartSpeaker or

a SmartLight, able to provide actions to regulate the emotion such as emo:PlayRelaxingMusic or

emo:ChangeAmbientColor, respectively. The action of playing relaxing music has as parameter

(ewe:Parameter) the song to be played, while the action of change ambient colour has as parameter the

colour to which the light must change. In addition, all these actions are also represented as therapies

using Human Stress Ontology (HSO) ontology [80], so hso:Therapy has been subclassed. To give a better

idea of how specific Channels, Events and Actions have been modelled; Table 1 shows the commented

example written in Notation3, describing all its actions with their corresponding parameters.

An example of event and action instances with grounded parameters, which are based on the

concepts defined in the listing given above, is presented in Table 2. This table describes the definition

of sadness and the actions of playing music and changing ambient colour.

Similarly, automation rules are described using the punning mechanism to attach classes to

properties of Rule instances. In the example shown in Table 3, the rule instance describes a rule that

is triggered by the event of sad emotion detection and produces the action of changing ambient colour to

green (both defined in Table 2).

329



Sensors 2018, 18, 1499 8 of 20

Table 1. Semantic representation of Emotion Regulator channel written in Notation3.

emo:SmartSpeaker a owl:Class ;

rdfs:label ‘‘Smart Speaker ’’ ;

rdfs:comment ‘‘This channel represents a smart speaker.’’ ;

rdfs:subClassOf emo:EmotionRegulator .

emo:PlayRelaxingMusic a owl:Class ;

rdfs:label ‘‘Play relaxing music’’ ;

rdfs:comment ‘‘This action will play relaxing music.’’ ;

rdfs:subclassOf ewe:Action ;

rdfs:subclassOf hso:Therapy ;

rdfs:domain emo:SmartSpeaker .

emo:SmartLight a owl:Class ;

rdfs:label ‘‘Smart Light’’ ;

rdfs:comment ‘‘This channel represents a smart light.’’ ;

rdfs:subClassOf emo:EmotionRegulator .

emo:ChangeAmbientColor a owl:Class ;

rdfs:label ‘‘Change ambient color’’ ;

rdfs:comment ‘‘This action will change ambient color.’’ ;

rdfs:subclassOf ewe:Action ;

rdfs:subclassOf hso:Therapy ;

rdfs:domain emo:SmartLight .

Table 2. Event and action instances.

:sad -emotion -detected a emo:EmotionDetected ;

ewe:hasEmotion onyx:sadness .

:play -music a emo:PlayRelaxingMusic ;

ewe:hasSong ‘‘the title of the song to be played’’ .

:change -ambient -color -green a emo:ChangeAmbientColor ;

ewe:hasColor dbpedia:Green .

Table 3. Rule instance.

:regulate -stress a ewe:Rule ;

dcterms:title ‘‘Stress regulation rule’’^xsd:string ;

ewe:triggeredByEvent :sad -emotion -detected ;

ewe:firesAction :change -ambient -color -greenr .

4. Emotion Aware Task Automation Platform Architecture

The proposed architecture was designed based on the reference architecture for TAS [81],which

was extended to enable emotion awareness. The system is divided into two main blocks: emotional

context recognizer and emotion aware task automation server, as shown in Figure 2. Emotional

context recognizer aims to detect and recognize users’ emotions and information related to context

or Internet services and send them to the automation platform to trigger the corresponding actions.
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The automation system that receives these data is a semantic event-driven platform that receives events

from several sources and performs the corresponding actions. In addition, it provides several functions

for automating tasks by means of semantic rules and integrates different devices and services.

Figure 2. Emotion Aware Automation Platform Architecture.

4.1. Emotional Context Recognizer

The emotional context recognizer block is responsible for detecting users’ emotions and contextual

events, encoding emotions and events using semantic technologies, and sending these data to

the automation platform, where they are evaluated. The block consists of three main modules:

input analyzer, recognizer and semantic modelling. In addition, each module is composed of multiple

independent and interchangeable sub-modules that provide the required functions, with the purpose

of making the system easy to handle.

The input analyzer receives data from sensors involved in emotion and context recognition

(such as camera, microphone, wearables or Internet services) and its pre-processing. With this purpose,

the input analyzer is connected with the mentioned sensors, and the received data are sent to the

recognizer module. The recognizer module receives data captured by the input analyzer. It consists in

a pipeline with several submodules that perform different analysis depending on the source of the

information. In the proposed architecture, there are three sub-modules: emotion recognizer, context

recognizer and web recognizer. The emotion recognizer module provides functions for extracting

emotions by means of real time recognition of facial expression, speech and text analysis, and biometric

data monitoring; the context recognizer provides functions for extracting context data from sensors

(e.g., temperature amd humidity); and the web recognizer provides functions for extracting information

from Internet services. Once data have been extracted, they are sent to the semantic modelling module.

The main role of semantic modelling is the application of a semantic layer (as described in Section 3),

generating the semantic events and sending them to the automation platform.
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4.2. Emotion Aware Task Automation Server

The automation block consists in an intelligent automation platform based on semantic ECA

rules. The main goal is to enable semantic rule automation in a smart environment, allowing the

user to configure custom automation rules or to import rules created by other users in an easy way.

In addition, it provides integration with several devices and services such as a smart TV, Twitter,

Github, etc., as well as an easy way for carrying out new integrations.

The platform handles events coming from different sources and triggers accordingly the

corresponding actions generated by the rule engine. In addition, it includes all the functions for

managing automation rules and the repositories where rules are stored, as well as functions for

creating and editing channels. With this purpose, the developed platform is able to connect with

several channels for receiving events, evaluating them together with stored rules and performing the

corresponding actions.

To enable the configuration and management of automation rules, the platform provides

a graphical user interface (GUI) where users can easily create, remove or edit rules. The GUI connects

with the rule administration module, which is responsible for handling the corresponding changes in

the repositories. There are two repositories in the platform: rule repository, where information about

rules and channels is stored; and emotion regulation policies repository. The policies are sets of rules

which aim to regulate the emotion intensity in different contexts. In the smart office context proposed,

they are intended to regulate negative emotions to maximize productivity. The rules may be aimed

towards automating aspects such as: ambient conditionsto improve the workers’ comfort; work related

tasks to improve efficiency; or the rules could adjust work conditions to improve productivity. Some

examples of these rules are presented below:

(a) If stress level of a worker is too high, then reduce his/her task number. When a very high stress level in

a worker has been detected, this rule proposes reducing his/her workload to achieve that his/her

stress level falls and his/her productivity rises.
(b) If temperature rises above 30 ◦C, then turn on the air conditioning. To work at high level of

temperatures may result in workers’ stress, so this rule proposes to automatically control this

temperature in order to prevent high levels of stress.
(c) If average stress level of workers is too high, then play relaxing music. If most workers have a high

stress value, the company productivity will significantly fall. Thus, this rule proposes to play

relaxing music in order to reduce the stress level of workers.

In addition, the company human resources department may implement their own emotion

regulation policies to adjust the system to their own context. The system adapts rules based on channel

description. Rule adaptation is based on identifying if the smart environment includes the channels

used by a certain rule. The system detects available channels of the same channel class used by the rule

and request confirmation from the user to included the “adapted rule”. This enables the adaptation of

rules to different channel providers, which can be physical sensors (i.e., different beacons) or internet

services (i.e., Gmail and Hotmail). The EWE ontology allows us this adaptation by mean of OWL2

punning mechanism for attaching properties to channels [13].

With regards to event reception, these are captured by the events manager module, which sends

them to the rule engine to be evaluated along with the stored rules. The rule engine module is

a semantic engine reasoner [82] based on an ontology model. It is responsible for the reception of

events from the events manager and the load of rules that are stored in the repository. When a new

event is captured and the available rules are loaded, the reasoner runs the ontology model inferences

and the actions based on the incoming events and the automation rules are drawn. These actions are

sent to the action trigger, which connects to the corresponding channels to perform the actions.

The semantic integration of sensors and services is done based on the notion of adapters [83,84],

which interact with both sensors and internet services, providing a semantic output. Adapters, as well

as mobile clients, are connected to the rule engine through Crossbar.io (https://crossbar.io/), and IoT
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Middleware that provides both REST-through Web Application Messaging Protocol (WAMP)- and

Message Queuing Telemetry Transport (MQTT) interfaces.

Finally, the implementation of this architecture, called EWETasker, was made using PHP for the

server, HTML/JavaScript for the web client (including the GUI), and Android SDK for a mobile client.

The implementation was based on N3 technology and EYE reasoning engine (http://n3.restdesc.org/).

Several sensors and services have already been integrated into EWETasker suitable for the smart office

use case. In particular, EWETasker supports indoor and temperature sensors (Estimote bluetooth

beacons (https://estimote.com)), smart object sensor (Estimote bluetooth stickers), electronic door

control based on Arduino, video emotion sensors (based on Emotion Research Lab), social network

emotion sensor (Twitter), and mobile-phone sensors (Bluetooth, location, wifi, etc.). With regards to

corporate services, several services oriented to software consultancy firms have been integrated for

collaboration (Twitter, GMail, Google Calendar, and Telegram) and software development (Restyaboard

Scrum board (http://www.restya.com), GitHub (https://github.com) and Slack (https://slack.com)).

5. Experimentation

As already stated, the main experimental contribution of this work was the design and

implementation of an emotion aware automation platform for smart offices. In this way, we raised

four hypotheses regarding the effectiveness of the proposed system:

• H1: The use of the proposed platform regulates the emotional state of a user that is under

stressful conditions.
• H2: The actions taken by the proposed platform do not disturb the workflow of the user.
• H3: The use of the proposed system improves user performance.
• H4: The use of the system increases user satisfaction.

To evaluate the proposed system with respect to these hypotheses, an experiment with real

users was performed. For this experiment, a prototype of the proposed system was deployed, which

includes the following components. The emotion of the participants was detected from a webcam feed,

which feeds a video-based emotion recognizer. As for the semantic layers of the system, the events

manager, rule engine and action trigger were fully deployed. Finally, the actuators implemented

both hearing and visual signals using a variety of devices. Detailed information on materials is given

in Section 5.2. This section covers the design, results and conclusions drawn from the experiment,

focusing on its scope.

5.1. Participants

The experiment included 28 participants. Their ages ranged from 18 to 28 years, all of them

university students with technical background, of both genders. All of them were unaware of this work,

and no information regarding the nature of the experiment was given to the participants beforehand.

Since the proposed system is primarily oriented to technical work positions, this selection is oriented

to validate the system with participants that are currently working in technical environments, or will

in the future.

5.2. Materials

The material used for this experiment is varied, as the proposed automation system needs several

devices to properly function. Regarding the deployment of the automation system, the TAS ran

in a commodity desktop computer, with sufficient CPU and memory for its execution. The same

environment was prepared for the emotion recognizer system. For the sensors and actuators,

the following were used:

• Emotion Research software (https://emotionresearchlab.com/). This module provides facial

mood detection and emotional metrics that are fed to the automation system. This module is
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an implementation that performs emotion classification in two main steps: (i) it makes use of

Histogram of Oriented Gradients (HOG) features that are used to train with a SVM classifier in

order to localize face position in the image; and (ii) the second step consists in a normalization

process of the face image, followed by a Multilayer Perceptron that implements the emotion

classification. Emotion Research reports 98% accuracy in emotion recognition tasks.
• A camera (Gucee HD92) feeds the video to the emotion recognizer submodule.
• Room lighting (WS2812B LED strip controlled by WeMos ESP8266 board) is used as an actuator

on the light level of the room, with the possibility of using several lighting patterns.
• Google Chromecast [85] transmits content in a local computer network.
• LG TV 49UJ651V is used for displaying images.
• Google Home is used for communicating with the user. In this experiment, the system can

formulate recommendations to the user.

Participants accessed the web HTML-based interface using a desktop computer with the Firefox

browser (https://www.mozilla.org/en-US/firefox/desktop/).

5.3. Procedure

During the experiment, each participant performed a task intended to keep the participant busy

for approximately 10 min. This task consisted in answering a series of basic math related questions

that were presented to the participant via a web interface (e.g., “Solve 24 · 60 · 60”). We used a set of

20 questions of similar difficulty that have been designed so that any participant can answer them

within 30 s. The use of a web-based interface allowed us to programmatically perform the session, and

to record metrics associated with the experiment.

The workflow of the experiment is as follows. Each participant’s session is divided into two parts.

In each part of the session half of the task questions are sequentially prompted to the participant by

the examiner system. Simultaneously, the automation system is fed with the information provided by

the different sensors that are continually monitoring the participant emotional state. The experiment

finishes when all the questions have been answered. In addition, a questionnaire is given to the

participants just after the sessions concludes. These questions are oriented to offer the participant’s

view of the system. The raised questions are summarized in Table 4. Questions Q2, Q3, Q4 and Q5 are

asked twice, once in regard to the no automation part, and the other time in relation to the part with

the automation enabled. Questions Q1 and Q2 are designed so that a check of internal consistency is

possible; as, if results from these two questions were to disagree, the experiment would be invalid [86].

Table 4. Questions raised to the participants at the end of the session.

No. Hypothesis Question Formulation

Q1 H1, H2 In which section have you been more relaxed?
Q2 H1, H2 What is your comfort level towards the environment?
Q3 H3 Do you think the environment’s state has been of help during the completion of

the task?
Q4 H4 Would you consider beneficial to work in this environment?
Q5 H4 What is your overall satisfaction with relation to the environment?

The workflow of the system in the context of the experiment is as follows. While the participant

is performing the task, the emotion sensor is continuously monitoring the participant’s emotional

state. The emotion sensor uses the camera as information input, while the Google Home is used when

the user communicates with the system. This emotion-aware data are sent to the TAS, which allows

the system the have continuous reports. The TAS receives, processes, and forwards these events to

the N3 rule engine. Programmed rules are configured to detect changes in the participant emotional

state, acting accordingly. As an example, a shift of emotion, such as the change from happy to sad,
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is detected by the rule engine which triggers the relaxation actions. If a certain emotion regulation rule

is activated, the corresponding action is then triggered through the communication to the action trigger

module, which causes the related actuators to start its functioning. The configured actions are aimed

at relaxing and regulating the emotion of the participant, so that the performance in the experiment

task is improved, as well as the user satisfaction. The actions configured for this experiment are:

(i) relaxation recommendations done by the Google Home, such as a recommendation to take a brief

walk for two minutes; (ii) lighting patterns using coloured lights that slowly change its intensity and

colour; and (iii) relaxing imagery and music that are shown to the user via the TV. A diagram of this

deployment is shown in Figure 3.

:emotion-detected a emo:EmotionDetected ;

     ewe:hasEmotion :anger .

Emotion Aware TAS

Actions
Triggered

Event
received

N3 Rule
Engine

Emotion Actuators

Emotion Sensors

:play-music a emo : PlayRelaxingMusic ;

      ewe:hasSong "Relaxing Sounds" .

:change-ambient-color a emo:ChangeAmbientColor ;

     ewe:hasColor green .

User

Figure 3. Deployment for the experiment.

While the participants are performing the proposed task, the actions of the automation system are

controlled. During half of each session, the automation is deactivated, while, during the other half,

the action module is enabled. With this, we can control the environmental changes performed by the

automation system, allowing its adaptation at will.

Another interesting aspect that could be included is the integration of learning policies based on

employee’s emotional state. A related work that models learning policies and their integration with

Enterprise Linked Data is detailed in [87].

5.4. Design

The experiment was a within-subject design. As previously stated, the controlled factor is the

use of the automation system, which has two levels, activated and not activated. The automation use

factor is counterbalanced using a Latin square so that the participants are divided into two groups.

One group performs the first half of the session without the automation system, while, for the second

half of the session, the system is used. The other group performs the task inversely.

5.5. Results and Discussion

To tackle Hypothesis 1 and Hypothesis 2, Questions 1 and 2 were analyzed. Regarding Question 1,

18 respondents declared that the section with the adaptation system enabled was the most relaxing

for them. In contrast, seven users claimed that for them the most relaxing section of the experiment

was that without the adaptation system. The results from Question 1 suggest that users prefer to

use the adaptation system, although it seems that this is not the case for all the users. Regarding the

Question 2, results show that the average in the adaptation part (3.5) is higher than with no adaptation

whatsoever (2.5), as shown in Figure 4. An ANOVA analysis shows that this difference is statistically

significant (p = 0.015 < 0.05). These results support H1 and H2, concluding that users feel more

inclined to use the adaptation system rather than performing the task without adaptation.

Following, Question 3 addressed Hypothesis 3. The analysis of the results of this question reveals

that users point higher the usefulness of the environment adaptation for the completion of the task,

as shown in Figure 4. While the average for the adaptation section is 3.93, it is 2.07 for the no adaptation
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part. Through ANOVA, we see that this difference is considerably significant (p = 2.96× 10−6 < 0.05).

As expected, Hypothesis 3 receives experimental support, indicating that the use of the automation

system can improve the performance of the user in a certain task, as perceived by the users.
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Figure 4. Results for Q2 and Q3.

In relation to Hypothesis 4, both Questions 4 and 5 are aimed to check its validity. As can be seen

in Figure 5, users consider more beneficial to work with the adaptation system enabled. The average

measure for the adaptation is 3.78, while the no adaptation environment is considered lower on

average, with 2.21. Once again, the ANOVA test outputs a significant difference between the two

types of environment (p = 0.0002 < 0.05). With regard to Question 5, the average for the satisfaction

with the adapted environment is 3.83; in contrast, the satisfaction with the no adaptation environment

is 2.17, as shown in Figure 5. After performing an ANOVA test, we see that this difference is greatly

significant (p = 1.02× 10−10 < 0.05). Attending to this, users seem to consider the adaptation system

for their personal workspace, and at the same time, they exhibit a higher satisfaction with an adapted

work environment. These data indicate that Hypothesis 4 is true, and that users positively consider

the use of the adaptation system.
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Figure 5. Results for Q4 and Q5.
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6. Conclusions and Outlook

This paper presents the architecture of an emotion aware automation platform based on semantic

event-driven rules, to enable the automated adaption of the workplaces to the need of the employees.

The proposed architecture allows users to configure their own automation rules based on their emotions

to regulate these emotions and improve their wellbeing and productivity. In addition, the architecture

is based on semantic event-driven rules, so this article also describes the modelling of all components

of the system, thus enabling data interoperability and portability of automations. Finally, the system

was implemented and evaluated in a real scenario.

Through the experimentation, we verified a set of hypotheses. In summary: (i) using the proposed

automation system helps to regulate the emotional state of users; (ii) adaptations of the automation

system do not interrupt the workflow of users; (iii) the proposed system improves user performance

in a work environment; and, finally, (iv) the system increases user satisfaction. These results encourage

the use and improvement of this kind of automation systems, as they seem to provide users with a

number of advantages, such as regulation of stress and emotions, and personalized work spaces.

As future work, there are many lines that can be followed. One of these lines is the application of

the proposed system to other scenarios different from smart offices. The high scalability offered by

the developed system facilitates the extension of both the architecture and the developed tools with

the purpose of giving a more solid solution to a wider range of scenarios. Currently, we are working

on its application to e-learning and e-commerce scenarios. In addition, another line of future work is

the recognition of the activity, as it is useful to know the activity related to the detected emotion of

the user.

Furthermore, we also plan to develop a social simulator system based on emotional agents to

simplify the test environment. This system will enable testing different configurations and automations

of the smart environment before implementing them in a real scenario, resulting in an important

reduction of costs and efforts in the implementation.
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performance of these new Deep Learning techniques integrating them with more traditional sur-

face approaches based on manually extracted features. The contributions of this paper are: first,

we develop a Deep Learning based Sentiment classifier using the Word2Vec model and a linear

machine learning algorithm. This classifier serves us as a baseline with which we can compare

subsequent results. Second, we propose two ensemble techniques which aggregate our baseline

classifier with other surface classifiers widely used in the field of Sentiment Analysis. Third, we
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a b s t r a c t 

Deep learning techniques for Sentiment Analysis have become very popular. They provide automatic fea- 

ture extraction and both richer representation capabilities and better performance than traditional feature 

based techniques (i.e., surface methods). Traditional surface approaches are based on complex manually 

extracted features, and this extraction process is a fundamental question in feature driven methods. These 

long-established approaches can yield strong baselines, and their predictive capabilities can be used in 

conjunction with the arising deep learning methods. In this paper we seek to improve the performance 

of deep learning techniques integrating them with traditional surface approaches based on manually ex- 

tracted features. The contributions of this paper are sixfold. First, we develop a deep learning based sen- 

timent classifier using a word embeddings model and a linear machine learning algorithm. This classifier 

serves as a baseline to compare to subsequent results. Second, we propose two ensemble techniques 

which aggregate our baseline classifier with other surface classifiers widely used in Sentiment Analysis. 

Third, we also propose two models for combining both surface and deep features to merge information 

from several sources. Fourth, we introduce a taxonomy for classifying the different models found in the 

literature, as well as the ones we propose. Fifth, we conduct several experiments to compare the perfor- 

mance of these models with the deep learning baseline. For this, we use seven public datasets that were 

extracted from the microblogging and movie reviews domain. Finally, as a result, a statistical study con- 

firms that the performance of these proposed models surpasses that of our original baseline on F1-Score. 

© 2017 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 
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1. Introduction 

The growth of user-generated content in web sites and social 

networks, such as Twitter, Amazon, and Trip Advisor, has led to an 

increasing power of social networks for expressing opinions about 

services, products or events, among others. This tendency, com- 

bined with the fast spreading nature of content online, has turned 

online opinions into a very valuable asset. In this context, many 

Natural Language Processing (NLP) tasks are being used in order to 

analyze this massive information. In particular, Sentiment Analysis 

(SA) is an increasingly growing task ( Liu, 2015 ), whose goal is the 

classification of opinions and sentiments expressed in text, gener- 

ated by a human party. 

∗ Corresponding author. 
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(I. Corcuera-Platas), jfernando@dit.upm.es (J.F. Sánchez-Rada), cif@gsi.dit.upm.es 

(C.A. Iglesias). 

The dominant approaches in sentiment analysis are based on 

machine learning techniques ( Pang, Lee, & Vaithyanathan, 2002; 

Read, 2005; Wang & Manning, 2012 ). Traditional approaches fre- 

quently use the Bag Of Words (BOW) model, where a document is 

mapped to a feature vector, and then classified by machine learn- 

ing techniques. Although the BOW approach is simple and quite 

efficient, a great deal of the information from the original natural 

language is lost ( Xia & Zong, 2010 ), e.g., word order is disrupted 

and syntactic structures are broken. Therefore, various types of fea- 

tures have been exploited, such as higher order n -grams ( Pak & 

Paroubek, 2010 ). Another kind of feature that can be used is Part 

Of Speech (POS) tagging, which is commonly used during a syn- 

tactic analysis process, as described in Gimpel et al. (2011) . Some 

authors refer to this kind of features as surface forms, as they con- 

sist in lexical and syntactical information that relies on the pattern 

of the text, rather than on its semantic aspect. 

Some prior information about sentiment can also be used in the 

analysis. For instance, by adding individual word polarity to the 

previously described features ( Pablos, Cuadros, & Rigau, 2016 ). This 

http://dx.doi.org/10.1016/j.eswa.2017.02.002 
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prior knowledge usually takes the form of sentiment lexicons , which 

have to be gathered. Sentiment lexicons are used as a source of 

subjective sentiment knowledge, where this knowledge is added to 

the previously described features ( Cambria, 2016; Kiritchenko, Zhu, 

& Mohammad, 2014; Melville, Gryc, & Lawrence, 2009; Nasukawa 

& Yi, 2003 ). 

The use of lexicon-based techniques has a number of advan- 

tages ( Taboada, Brooke, Tofiloski, Voll, & Stede, 2011 ). First, the 

linguistic content can be taken into account through mechanisms 

such as sentiment valence shifting ( Polanyi & Zaenen, 2006 ) con- 

sidering both intensifiers (e.g. very bad) and negations (e.g. not 

happy). In addition, sentiment orientation of lexical entities can be 

differentiated based on their characteristics. Moreover, language- 

dependent characteristics can be included in these approaches. 

Nevertheless, lexicon-based approaches have several drawbacks: 

the need of a lexicon that is consistent and reliable ( Taboada et al., 

2011 ), as well as the variability of opinion words across domains 

( Turney, 2002 ), contexts ( Ding, Liu, & Yu, 2008 ) and languages 

( Perez-Rosas, Banea, & Mihalcea, 2012 ). These dependencies make 

it hard to maintain domain independent lexicons ( Qiu, Liu, Bu, & 

Chen, 2009 ). 

In general, extracting complex features from text, figuring out 

which features are relevant, and selecting a classification algorithm 

are fundamental questions in the machine learning driven meth- 

ods ( Agarwal, Xie, Vovsha, Rambow, & Passonneau, 2011; Sharma 

& Dey, 2012; Wilson, Wiebe, & Hoffmann, 2009 ). Traditional ap- 

proaches rely on manual feature engineering, which is time con- 

suming. 

On the other hand, deep learning is a promising alternative to 

traditional methods. It has shown excellent performance in NLP 

tasks, including Sentiment Analysis ( Collobert et al., 2011 ). The 

main idea of deep learning techniques is to learn complex features 

extracted from data with minimum external contribution ( Bengio, 

2009 ) using deep neural networks ( Alpaydin, 2014 ). These algo- 

rithms do not need to be passed manually crafted features: they 

automatically learn new complex features. Nevertheless, a char- 

acteristic feature of deep learning approaches is that they need 

large amounts of data to perform well ( Mikolov, Chen, Corrado, & 

Dean, 2013 ). Both automatic feature extraction and availability of 

resources are very important when comparing the traditional ma- 

chine learning approach and deep learning techniques. 

However, it is not clear whether the domain specialization ca- 

pacity of traditional approaches can be surpassed with the gener- 

alization capacity of deep learning based models in all NLP tasks, 

or if it is possible to successfully combine these two techniques in 

a wide range of applications. 

In this paper, we propose a combination of these two main 

sentiment analysis approaches through several ensemble models 

in which the information provided by many kinds of features 

is aggregated. In particular, this work considers an ensemble of 

classifiers, where several sentiment classifiers trained with differ- 

ent kinds of features are combined, and an ensemble of features, 

where the combination is made at the feature level. In order to 

study the complementarity of the proposed models, we use six 

public test datasets from two different domains: Twitter and movie 

reviews. Moreover, we performed a statistical study on the results 

of these ensemble models in comparison to a deep learning base- 

line we have also developed. We also present the complexity of the 

proposed ensemble models. Besides, we present a taxonomy that 

classifies the models found in the literature and the ones proposed 

in this work. 

With our proposal we seek answers to the following questions, 

using the empirical results we have obtained as basis: 

1. Is there a framework for characterizing existing approaches 

in relation to the ensemble of deep and traditional tech- 

niques in sentiment analysis? 

2. Can deep learning approaches benefit from their ensemble 

with surface approaches? 

3. How do different deep and surface ensembles compare in 

terms of performance? 

The rest of the paper is organized as follows. Section 2 shows 

previous work on both ensemble techniques and deep learning 

approaches. Section 3 describes the proposed taxonomy for clas- 

sifying ensemble methods that merge surface and deep features, 

whereas Section 4 addresses the proposed classifier and ensemble 

models. In Section 5 , we describe the designed experimental setup. 

Experimental results are presented and analyzed in Section 6 . Fi- 

nally, Section 7 draws conclusions from previous results and out- 

lines the future work. 

2. Related work 

In this section we offer a brief summary of the previous work 

in the context of ensemble methods and deep learning algorithms 

for Sentiment Analysis. 

2.1. Ensemble methods for sentiment analysis 

In the field of ensemble methods, the main idea is to combine 

a set of models (base classifiers) in order to obtain a more accu- 

rate and reliable model in comparison with what a single model 

can achieve. The methods used for building upon an ensemble 

approach are many, and a categorization is presented in Rokach 

(2005) . This classification is based on two main dimensions: how 

predictions are combined (rule based and meta learning), and how 

the learning process is done (concurrent and sequential). 

Regarding the first dimension, on the one hand, in rule based 

approaches predictions from the base classifiers are treated by a 

rule, with the aim of averaging their predictive performance. Ex- 

amples of rule based ensembles are the majority voting, where 

the output prediction per sample is the most common class; and 

the weighted combination, which linearly aggregates the base clas- 

sifiers predictions. On the other hand, meta learning techniques 

use predictions from component classifiers as features for a meta- 

learning model. 

As explained in Xia, Zong, and Li (2011) , weighted combinations 

of feature sets can be quite effective in the task of sentiment clas- 

sification, since the weights of the ensemble represent the rele- 

vance of the different feature sets (e.g. n-grams, POS, etc.) to sen- 

timent classification, instead of assigning relevance to each fea- 

ture individually. The benefits of rule based ensembles were shown 

also in Fersini, Messina, and Pozzi (2014) , where several variants 

of voting rules are exhaustively studied in a variety of datasets, 

with an emphasis on the complexity that results from the use of 

these approaches. In a different work, Fersini, Messina, and Pozzi 

(2016) have compared the majority voting rule with other ap- 

proaches, using three types of subjective signals: adjectives, emoti- 

cons, emphatic expressions and expressive elongations. They re- 

port that adjectives are more impacting that the other considered 

signals, and that the average rule is able to ensure better perfor- 

mance than other types of rules. Also, in Xia et al. (2011) a meta- 

classifier ensemble model is evaluated, obtaining performance im- 

provements as well. An adaptive meta-learning model is described 

in Aue and Gamon (2005) , which offers a relatively low adaptation 

effort to new domains. Besides, both rule based and meta-learning 

ensemble models can be enriched with extra knowledge, as illus- 

trated in Xia and Zong (2011) . These authors propose the use of 

a number of rule based ensemble models, namely a sum rule and 

two weighted combination approaches trained with different loss 

functions. The base classifiers are trained with n-grams and POS 

features. These models obtain significant results for cross-domain 

sentiment classification. 
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As for the second dimension, concurrent models divide the orig- 

inal dataset into several subsets from which multiple classifiers 

learn in a parallel fashion, creating a classifier composite. The most 

popular technique that processes the sample concurrently is bag- 

ging ( Rokach, 2005 ). Bagging intends to improve the classification 

by combining the predictions of classifiers built on random subsets 

of the original data. On the contrary, sequential approaches do not 

divide the dataset but there is an interaction between the learn- 

ing steps, taking advantage from previous iterations of the learning 

process to improve the quality of the global classifier. An interest- 

ing sequential approach is boosting, which consists in repeatedly 

training low-performance classifiers on different training data. The 

classifiers trained in this manner are then combined into a single 

classifier that can achieve better performance than the component 

classifiers. 

An example of bagging performance in the sentiment analy- 

sis task can be found in Sehgal and Song (2007) , where bag- 

ging and other classification algorithms are used to show that 

the sentiment evolution and the stock value trend are closely re- 

lated. Fersini et al. (2014) also show several experimental results 

in relation to the bagging techniques, attending also to the associ- 

ated model complexity. Moreover, some authors have shown that 

bagging techniques are fairly robust to noisy data, while boost- 

ing techniques are quite sensitive ( Maclin & Opitz, 1997; Melville, 

Shah, Mihalkova, & Mooney, 2004; Prusa, Khoshgoftaar, & Dittman, 

2015 ). The suitability of bagging and boosting ensembles is also 

experimentally confirmed by Wang, Sun, Ma, Xu, and Gu (2014) . 

This work also includes the study of a different ensemble tech- 

nique, random subspace, that consists in modifying the training 

dataset in the feature space, rather than on the instance space. The 

authors stand out the better performance of random subspace in 

comparison with similar approaches, such as bagging and boost- 

ing. Another study ( Whitehead & Yaeger, 2010 ) shows a compar- 

ison between bagging and boosting on a standard opinion min- 

ing task. Besides, Lin, Wang, Li, and Zhou (2015) proposes a three 

phase framework of multiple classifiers, where an optimal subset 

of classifiers is automatically chosen and trained. This framework 

is tested in several real-world datasets for sentiment classification. 

Nevertheless, these works also show that ensemble techniques 

not always improve the performance in the sentiment analysis 

task, and that there is not a global criteria to select a certain en- 

semble technique. 

2.2. Deep learning approaches 

In the realm of Natural Language Processing much of the work 

in deep learning has been oriented towards methods involving 

learning word vector representations using neural language mod- 

els ( Kim, 2014 ). Continuous representations of words as vectors 

has proven to be an effective technique in many NLP tasks, includ- 

ing sentiment analysis ( Tang, Wei, Yang et al., 2014 ). In this sense, 

word2vec is one of the most popular approaches that allows mod- 

eling words as vectors ( Mikolov, Chen et al., 2013 ). Word2vec is 

based on the Skip-gram and CBOW models to perform the com- 

putation of the distributed representations. While CBOW aims to 

predict a word given its context, Skip-gram predicts the context 

given a word. Word2vec computes continuous vector representa- 

tions of words form very large datasets. The computed word vec- 

tors retain a huge amount of syntactic and semantic regularities 

present in the language ( Mikolov, Yih, & Zweig, 2013 ), expressed 

as relation offsets in the resulting vector space. These word-level 

embeddings are encoded by column vectors in an embedding ma- 

trix W ∈ IR d × | V | , where | V | is the size of the vocabulary. Each col- 

umn W i ∈ IR d corresponds to the word embeddings vector of the 

i -th word in the vocabulary. The transformation of a word w into 

its word embedding vector r w is made by using the matrix-vector 

product: 

r w = W v w 

where v w is an one-hot vector of size | V | which has value index at 

w and zero in the rest. The matrix W components are parameters 

to be learned, and the dimension of the word vectors d is a hyper- 

parameter to be chosen. The vector representations computed by 

these techniques can result very effective when used with a tradi- 

tional classifier (e.g. logistic regression) for sentiment classification, 

as shown by Zhang, Xu, Su, and Xu (2015) . An approach based in 

word2vec is doc2vec ( Le & Mikolov, 2014 ), that models entire sen- 

tences or documents as vectors. An additional method in repre- 

sentation learning is the auto-encoder, which is a type of artificial 

neural network applied to unsupervised learning. Auto-encoders 

have been used for learning new representations on a wide range 

of machine learning tasks, such as learning representations from 

distorted data, as illustrated in Chen, Weinberger, Sha, and Bengio 

(2014) . 

In deep learning for SA, an interesting approach is to augment 

the knowledge contained in the embedding vectors with other 

sources of information. This added information can be sentiment 

specific word embedding as in Tang, Wei, Yang et al. (2014) , or as 

in a similar work, a concatenation of manually crafted features and 

these sentiment specific word embeddings ( Tang, Wei, Qin, Liu, & 

Zhou, 2014 ). In the work presented by Zhang and He (2015) the 

feature set extracted from word embeddings is enriched with la- 

tent topic features, combining them in an ensemble scheme. They 

also experimentally demonstrate that these enriched representa- 

tions are effective for improving the performance of polarity clas- 

sification. Another approach that incorporates new information to 

the embeddings is described in Su, Xu, Zhang, and Xu (2014) , in 

which deep learning is used to extract sentiment features in con- 

junction with semantic features. Severyn and Moschitti (2015) de- 

scribe an approach where distant supervised data is used to refine 

the parameters of the neural network from the unsupervised neu- 

ral language model. Also, a collaborative filtering algorithm can be 

used, as is detailed in Kim et al. (2013) , where the authors add sen- 

timent information from a small fraction of the data. In the line of 

adding sentiment information, in Li et al. (2015) is portrayed how a 

sentiment Recursive Neural Network (RNN) can be used in parallel 

to another neural network architecture. In general, there is a grow- 

ing tendency which tries to incorporate additional information to 

the word embeddings created by deep learning networks. An in- 

teresting work is the one described in Vo and Zhang (2015) , where 

both sentiment-driven and standard embeddings are used in con- 

junction with a variety of pooling functions, in order to extract the 

target-oriented sentiment of Twitter comments. Enriching the in- 

formation contained in word embeddings is not the only trend in 

deep learning for SA. The study of the compositionality in the sen- 

timent classification task has proven to be relevant, as shown by 

Socher et al. (2013) . This work proposes the Recursive Neural Ten- 

sor Network (RNTN) model, and it also illustrates that RNTN out- 

performs previous models on both binary and fine-grained senti- 

ment analysis. The RNTN model represents a phrase using word 

vectors and a parse tree, computing vectors for higher nodes in the 

tree using a tensor-based composition function. In relation to the 

ensemble schemes showed in Section 2.1 , some authors ( Mesnil, 

Mikolov, Ranzato, & Bengio, 2014 ) have used a geometric mean 

rule to combine three sentiment models: a language model ap- 

proach, continuous representations of sentences and a weighted 

BOW. That ensemble exhibits a high performance on sentiment es- 

timation of movie reviews, and better performance that its compo- 

nent classifiers. 

To the best of our knowledge, a hybrid approach in which deep 

learning algorithms, classic feature engineering and ensemble tech- 
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Table 1 

Proposed taxonomy for ensemble of surface and Deep features. S represents surface features, G and A stand for generic word vectors and affect word vectors, respectively. 

The combination of the features and/or word vectors is indicated with ‘+’. We consider the combination No ensemble / S+G+A not possible since it requires different types of 

features. Proposed approaches are marked with ‘ ∗ ’. 

S S + G G G + A A S + A S + G+A 

No 

ensemble 

Pang et al. (2002) ; 

Read (2005) 

Su et al. (2014) , 

Kim et al. (2013) 

M G 
∗ , 

Shirani-Mehr (2012) , 

Collobert et al. (2011) 

Severyn and Moschitti 

(2015) 

Tang, Wei, Yang 

et al. (2014) , 

Socher et al. (2013) 

–

Pak and Paroubek 

(2010) ; Wang and 

Manning (2012) 

Gimpel et al. (2011) ; 

Kouloumpis, Wilson, 

and Moore (2011) 

Nasukawa and Yi 

(2003) ; Taboada et al. 

(2011) 

Melville et al. (2009) ; 

Qiu et al. (2009) 

Kiritchenko et al. 

(2014) 

Classifier 

ensemble 

Xia and Zong (2011) ; 

Xia et al. (2011) , 

CEM SG 
∗ , 

Zhang and He (2015) 

Mesnil et al. (2014) 

CEM SGA 
∗

Aue and Gamon 

(2005) ; Fersini et al. 

(2016) , 

Rokach (2005) ; Sehgal 

and Song (2007) , 

Prusa et al. (2015) ; 

Whitehead and Yaeger 

(2010) 

Fersini et al. (2014) ; Lin 

et al. (2015) 

Wang et al. (2014) 

Feature 

ensemble 

Agarwal et al. (2011) ; 

Wilson et al. (2009) 

M SG 
∗ M GA 

∗ , Li et al. (2015) , 

Vo and Zhang (2015) 

Tang, Wei, Qin 

et al. (2014) 

M SGA 
∗

Xia and Zong (2010) 

niques for sentiment analysis are used has not been thoroughly 

studied. 

3. Ensemble taxonomyy 

This section presents the proposed taxonomy for ensemble 

techniques applied to Sentiment Analysis in both surface and deep 

domains. This classification intends to summarize the work found 

in the literature as well as to compare these models with the ones 

we propose. Also, with this, we address the first question raised in 

Section 1 regarding how combination techniques can be classified. 

The taxonomy can be expressed as combination of two different 

dimensions. Each dimension represents a characteristic of the stud- 

ied approaches. On the one hand, one dimension considers which 

features are used in the model. Those features can be either sur- 

face features (which stands for S ), generic automatic word vectors 

( G ), or affect word vectors specifically trained for the sentiment 

analysis task ( A ). On the other hand, the other dimension attends 

to how the different model resources are combined. These combi- 

nations can be: using no ensemble method at all, through a en- 

semble of classifiers, or taking advantage of a feature ensemble. 

Table 1 shows a representation of this taxonomy, where the two 

dimensions appear as rows for the first dimension, and columns 

for the second dimension. We have classified all the reviewed work 

in this paper using the proposed taxonomy, obtaining a visual lay- 

out of the techniques that are used in each approach in relation 

with both ensemble methods and the combination of surface and 

deep features. 

Regarding the dimension that tackles the ensemble techniques, 

in the No ensemble category we find the classifiers that do not 

make use of an ensemble technique. Under the Classifier ensemble 

category we classify the approaches that are based on ensemble 

techniques ( Section 2.1 ), such as the voting rule or a meta-learning 

technique, to name a few. In the same manner, the Feature en- 

semble category contains the approaches that make use of feature 

combination techniques. The feature ensemble consists in combin- 

ing different set of features into an unified set that is then fed to 

a learning algorithm. 

As for the dimension that represents which features are used, 

several possibilities are represented: only surface features, generic 

or affect words vectors ( S, G and A respectively), where only one 

type of feature is used. Besides, this dimension also takes into ac- 

count the combination of different types of features: S + G (surface 

features combined with generic word vectors), G + A (generics word 

vectors with affect embeddings), S + A (surface features combined 

with affect word embeddings), and S + G + A (all three types of fea- 

tures combined in the same model). 

These two dimensions are combined, creating a grid where the 

different approaches can be classified. The blank spaces in the tax- 

onomy represent techniques that, to the extent of our knowledge, 

have not been studied. As such, they represent work that can be 

addressed in the future. 

In conclusion, the introduced taxonomy provides a framework 

for characterizing and comparing ensemble approaches in senti- 

ment analysis. This framework provides us with the opportunity 

to characterize and compare existing research works in sentiment 

analysis using ensemble techniques. Moreover, the framework can 

help us to provide guidelines to choose the most efficient and ap- 

propriate ensemble method for a specific application. 

4. Sentiment analysis models 

This section presents the sentiment analysis models proposed 

in our work. These models have been validated in the Twitter and 
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Fig. 1. Schematic representation of the baseline model, M G . The word vectors are 

combined into a fixed dimension vector, and then fed to a logistic regressor, which 

determines the polarity of the document. 

movie reviews domains ( Section 5 ). First we describe the devel- 

oped deep learning based analyzer used as baseline for the rest of 

the paper, and after this we detail the proposed ensemble mod- 

els. These models are: ensemble of classifiers and ensemble of fea- 

tures. Regarding the ensemble of classifiers, we tackle two main 

approaches in further experiments: fixed rule and meta-learning 

models. 

4.1. Deep learning classifier (M G ) 

Generic word vectors, also denoted as pre-trained word vectors, 

can be captured by word embeddings techniques such as word2vec 

( Mikolov, Chen et al., 2013 ) and GloVe ( Pennington, Socher, & Man- 

ning, 2014 ). Generic vectors are extracted in an unsupervised man- 

ner i.e., they are not trained for a specific task. These word vectors 

contain semantic and syntactic information, but do not enclose 

any specific sentiment information. Nevertheless, with the inten- 

tion of exploiting the information contained in these generic word 

vectors, we have developed a sentiment analyzer model based on 

deep word embedding techniques for feature extraction, in order 

to compare it to other approaches in the task of Sentiment Analy- 

sis. The computed word vectors are combined into a unique vector 

of fixed dimension that represents the whole message. Then, this 

vector is fed to a logistic regression algorithm. The computation 

of the combined vector can be made using a set of convolutional 

functions, or using a embedding that transforms documents into 

a vector. In this way, the proposed baseline model codification is 

input dependent, as can be seen in Section 5 . In this paper, we 

propose the use of word2vec for short texts, where the word vec- 

tors of the text are combined with convolutional functions; and 

doc2vec for long ones, representing each document with a vec- 

tor. The combination of word vectors from short texts are obtained 

through the min, average and max convolutional functions. These 

functions may be combined through the concatenation of its re- 

sulting vectors. The combination of n of these functions produces 

a vector of nd dimensions, where d is the original dimension of the 

word vectors. 

A diagram of this model is shown in Fig. 1 . We refer to this 

model as M G , with the G standing for generic word vectors. 

4.2. Ensemble of classifiers (CEM) 

Our objective is to combine the information from surface and 

deep features. The most straightforward method is to combine 

them at the classification level. In this way, we propose an en- 

semble model which combines classifiers trained with deep and 

surface features. Thus, knowledge from the two sets of features 

is combined, and this composition has more information than its 

base components. This model combines several base classifiers 

which make predictions from the same input data. These predic- 

tions can be subsequently used as new data for extracting a sin- 

gle prediction of sentiment polarity. This ensemble model aims to 

improve the sentiment classification performance that each base 

classifier can achieve individually, obtaining better performance. 

There are many possibilities for the combination of the base clas- 

sifiers predictions that outputs a final sentiment polarity (e.g. a 

fixed rule or a meta learning technique). Also, any number of base 

classifiers can be combined into this ensemble model. A schematic 

diagram of this proposal is illustrated in Fig. 2 . We denote this 

model as CEM , which stands for Classifier Ensemble Model. The 

subscript indicates the types of features its base classifiers have 

been trained with, like in CEM SG , where the ensemble combines 

classifiers trained with surface features and generic word vectors. 

Next, the two ensemble techniques used in this ensemble 

model in the experimentation section are further described. 

4.2.1. Fixed rule model 

This model seeks to combine the predictions from different 

classifiers using a simple fixed rule. Consequently, this ensemble 

does not need to learn from examples. The rules used in this ap- 

proach can be any fixed rule used in ensemble models. In this 

work the rule used for the ensemble is the voting rule by major- 

ity. This rule counts the predictions of component classifiers and 

assigns the input to the class with most component predictions. In 

case of a match, a fixed class can be selected as the predicted by 

the model. 

4.2.2. Meta classifier model 

In the meta-classifier technique, the outputs of the component 

classifiers are treated as features for a meta-learning model. One 

advantage of this approach is that it can learn, i.e. adapt to differ- 

ent situations. As for the selection of the learning algorithm of this 

approach, there is no indication as of which one should be used. 

In this work, we select the Random Forest algorithm, as it can 

achieve high performance metrics in sentiment analysis ( da Silva, 

Hruschka, & Hruschka, 2014; Zhang et al., 2011 ). 

4.3. Ensemble of features (M SG and M GA ) 

This model is proposed with the aim of combining several types 

of features into a unified feature set and, consequently, combine 

the information these features give. In this way, a learning model 

that learns from this unified set could achieve better performance 

scores that one that learns from a feature subset. 

In this sense, we can distinguish two main types of ensembles 

of features. The first type is the ensemble of features that combines 

both surface and deep learning features. We address to this first 

model type as M SG , as it combines surface features and generic 

word vectors. The second type consists on an ensemble of features 

that were completely extracted using deep learning techniques. 

This second type is referred as M GA , combining both generic and 

affect word vectors. We refer to affect vectors as the result from 

training a set of pre-trained word vectors for a specific task, which 

in this case it would be SA. 

Additionally, we also propose a third feature ensemble model, 

where all the three types of features are combined. This model, 

where surface features, generic word vectors and affect word vec- 

tors are combined is denoted by M SGA . A diagram representing two 

instances of the model is shown in Fig. 2 . 

5. Experimental study 

This section describes the experiments conducted in order to 

answer the questions formulated in the introduction ( Section 1 ). 
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Fig. 2. Diagram of how the different classifiers and features are combined in the CEM SG (Classifier Ensemble Model combining surface features and generic word vectors), 

M SG and M GA models. 

Table 2 

Statistics of the SemEval2014/2014, Vader, STS-Gold and Sentiment140 

datasets. 

Dataset Positive Negative Total Average #words 

SemEval2013 2315 861 3176 23 

SemEval2014 2509 932 3441 22 

Vader 2901 1299 4200 16 

STS-Gold 632 1402 2034 16 

Sentiment140 80 0,0 0 0 80 0,0 0 0 1,60 0,0 0 0 15 

IMDB 25,0 0 0 25,0 0 0 50,0 0 0 255 

PL04 10 0 0 10 0 0 20 0 0 723 

Each performance experiment is made with six different datasets, 

widely used by the community of Sentiment Analysis. The metric 

used in this work is the macro averaged F1-Score. Accuracy, Preci- 

sion and Recall are also computed for all the experiments, and the 

interested reader can find these results in the web 1 . We also pub- 

lish the computed vectors that have been used in the deep models. 

These experiments ( Section 6.2 ) are aimed to compare the per- 

formance between the deep learning baseline we have developed 

(M G ) and the proposed ensemble models. Also, some experiments 

( Section 6.1 ) are also aimed to characterize the sentiment analysis 

performance for each individual classifier of the CEM models. For 

the last purpose, we have collected several sentiment analyzers for 

composing a classifier ensemble. 

As for the sentiment analysis of natural language, it is con- 

ducted at the message level, so it is not necessary to split the input 

data into sentences. The classifiers label each comment as either 

positive or negative. 

5.1. Datasets 

The datasets used for testing are SemEval 2013, SemEval 

2014 ( Rosenthal, 2014 ), Vader ( Hutto, 2015 ), STS-Gold ( Saif, Fernan- 

dez, He, & Alani, 2013 ), IMDB ( Mass et al., 2011 ) and PL04 ( Pang 

et al., 2002 ). Also, we use the Sentiment 140 ( Go, Bhayani, & Huang, 

2009 ) and IMDB datasets for training and developing our deep 

learning baseline, M G . These datasets are described next, and some 

statistics are summarized in Table 2 . 

The SemEval 2013 test corpus is composed of English comments 

extracted from Twitter on a range of topics: several entities, prod- 

1 http://gsi.dit.upm.es/ ∼oaraque/enhancing-dl . 

ucts and events. Similarly, we have also use the SemEval 2014 test 

dataset. In both SemEval datasets, the data is not public but must 

be downloaded from the source first. As some users have already 

deleted their comments online, we have not been able to recover 

the original datasets, but subsets of it. Besides, since the develop- 

ment dataset contains only binary targets (positive and negative), 

we have made an alignment processing of the SemEval datasets, 

filtering other polarity values. The obtained sizes are detailed in 

Table 2 . 

The Vader dataset contains 4200 tweet-like messages, originally 

inspired by real Twitter comments. A subset of these messages 

is specifically designed to test some syntactical and grammatical 

features that appear in the natural language. The STS-Gold dataset 

for Twitter, which has been collected as a complement for Twitter 

sentiment analysis evaluations processes ( Saif et al., 2013 ). 

As for the training data of our Twitter baseline model, 

the selected dataset is the Sentiment 140 dataset, containing 

1,60 0,0 0 0 Twitter messages extracted using a distant supervision 

approach ( Go et al., 2009 ). The abundance of data in this dataset 

is very beneficial to our deep learning approach, as it requires large 

quantities of data to extract a fairly good model, as pointed out by 

Mikolov, Chen et al. (2013) . 

Regarding the movie reviews domain, IMDB contains 50,0 0 0 po- 

larized messages, using the score of each review as a guide for 

the polarity value. Besides, this dataset contains 50,0 0 0 unlabeled 

messages that have been used for training the movie reviews base- 

line model. We use this dataset for the training of the movie re- 

views baseline model. The PL04 dataset is a well-known dataset in 

this domain. For the results in this dataset, we report the 10-fold 

cross validation metrics using the authors’ public folds, in order to 

make our results comparable with the ones found in the literature. 

5.2. Baseline training 

Due to the different characteristics of the two studied domains 

(Twitter and movie reviews), the vector computing process for the 

baseline model has been made differently. In the Twitter domain, 

the word vectors computed by word2vec are combined using con- 

volutional functions. For the movie reviews domain, doc2vec is 

used for the combination of the word vectors. For the implemen- 

tation of this model, we use the gensim library ( ̌Reh ̊u ̌rek & Sojka, 

2010 ). 

We found that the use of the convolutional functions in large 

text documents does not yield better performance than doc2vec 
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Table 3 

Effectiveness of the convolutional functions on the 

Sentiment140 development dataset. 

Convolutional function F-Score 

max 74 .82 

avg 77 .53 

min 74 .99 

max + avg 77 .63 

max + min 76 .7 

avg + min 77 .70 

max + avg + min 77 .73 

combinations. Hence, we performed an evaluation of these two 

approaches on the two development datasets. While the convolu- 

tional combinations yield a F1 score of 77.53% in the Sentiment140 

dataset, they also achieve 73.66& in the IMDB dataset. When using 

doc2vec the F1 scores are 75.00% and 89.45% in the Sentiment140 

and IMDB datasets respectively. Considering the average number of 

words presented in Table 2 and the difference on the performance 

of each approach, we use the convolutional functions for the twit- 

ter domain, where short texts are analyzed and the doc2vec tech- 

nique for the movie reviews domain, which contains large docu- 

ments. 

Regarding the training process for the short text word embed- 

dings, we empirically fixed the dimension of the word vectors gen- 

erated to 500. We use 1,280,0 0 0 tweets randomly selected from 

the Sentiment 140 dataset. Once this model is extracted, we feed a 

logistic regression model (implementation from scikit-learn) with 

the vectors of each tweet and the labels from the original dataset. 

The movie reviews baseline has been similarly trained, with the 

50,0 0 0 unsupervised documents of the IMDB dataset, setting the 

dimension of the document vectors to 100. The same linear model 

is use for the classification of the document vectors. All the per- 

formance metrics have been obtained using K-fold cross validation, 

with folds of 10. 

With respect to the convolutional functions, we have conducted 

an effectiveness test of the max, average and min functions on the 

Sentiment140 development set. The results are shown in Table 3 . 

As can be seen, the avg function is very close to the performance 

of the complete set of functions max, avg and min . Consequently, 

we select the avg function as the one used for further experiments, 

as it provides very good results compared to the rest, and it also 

reduces the computational complexity of the experimentation. No 

pooling functions are used in the movie reviews, as there is no 

need to combine different word vectors. 

Lastly, the preprocessing of natural language, we tokenized the 

input data and removed punctuation, excepting the most common 

(‘.,!?’). We also transformed URLs, numbers and usernames (@user- 

name) into especial characters to normalize the data. The prepro- 

cessing is applied to all the texts before generating the word vec- 

tors. 

5.3. Ensemble of classifiers 

In order to improve the performance of the deep learning base- 

line, we have built an ensemble composed of this analyzer and six 

different sentiment classifiers. Following, a list and a brief descrip- 

tion of each of these classifiers is shown: 

• sentiment140 ( Go et al., 2009 ). It uses Naive Bayes, Maximum 

Entropy and Support Vector Machines trained with unigrams, 

bigrams and POS features. 
• Stanford CoreNLP ( Manning et al., 2014 ) is the RNTN approach 

shown in Section 2.2 , proposed by Socher et al. (2013) . 

Fig. 3. Cross validation of the number of estimators on the Random Forest algo- 

rithm used for the meta-learning ensemble. 

• Sentiment WSD ( Kathuria, 2015 ), which uses SentiWordNet 

( Esuli & Sebastiani, 2006 ), performing the sentiment estimation 

based on the polarities of each word. 
• Vivekn ( Narayanan, Arora, & Bhatia, 2013 ). It is based in a Naive 

Bayes classifier trained with word n-grams and using several 

techniques, such as negation handling, feature selection and 

laplacian smoothing. 
• pattern.en ( De Smedt & Daelemans, 2012 ) uses a Support Vec- 

tor Machines algorithm fed with polarity and subjectivity val- 

ues for each word, WordNet vocabulary information and POS 

annotation. 
• TextBlob Sentiment Classifier ( Loria, 2016 ), a modular approach 

which as default configuration uses a Naive Bayes classifier 

trained with unigram features. 

We have built ensemble classifiers using two combining tech- 

niques in the CEM model: a rule based method and a meta learn- 

ing approach, both using the predictions of the classifiers com- 

posing the ensemble as features for the next step. For the meta- 

learning approach, we use the implementation of scikit-learn of 

the Random Forest algorithm. For this algorithm we have used 100 

as the default number of estimators. As is shown in Fig. 3 , the 

value of this parameter does not affect to the classification per- 

formance in the range from 50 to 10 0 0. 

Additionally, two versions of the CEM model have been im- 

plemented for the experiments. While the CEM SG combines the 

six aforementioned classifiers and the M G model; the CEM SGA 

version combines the base classifiers from CEM SG with the M SG , 

M SG+bigrams and M GA models. 

5.4. Ensemble of features 

Based on the work by Mohammad, Kiritchenko, and Zhu (2013) , 

we have selected the following surface features: SentiWordnet 

( Esuli & Sebastiani, 2006 ) lexicon values for each word, as well 

as total number of positive, neutral and negative words extracted 

with this lexicon; number of exclamation, interrogation and hash- 

tags marks ‘!?#’; number of words that are all in caps and number 

of words that have been elongated ‘gooooood’. This feature set has 

been cross validated on the development sets, with the objective of 

obtaining the smaller surface feature set that yields the best clas- 

sification performance. 

With the aim of complementing the surface features, we have 

also explored the role of n-grams. More specifically, bigrams are 

used, as the introduction of unigrams and trigrams did not improve 

the classification performance. The ensemble of features model 

that includes generic word vectors, the described surface features 

and bigrams is represented as M SG+bigrams . 

As for the M GA model, we use the word vectors obtained by 

Tang, Wei, Yang et al. (2014) . More specifically, we use the vectors 

extracted using the SSWE r neural model. These vectors have been 
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Table 4 

Macro averaged F-Score of all the base sentiment classifiers. TB represents the 

TextBlob classifier. 

Dataset sent140 CoreNLP WSD vivekn pattern TB 

SemEval2013 78 .92 46 .95 76 .18 72 .14 82 .50 82 .51 

SemEval2014 60 .67 42 .95 75 .35 59 .97 71 .86 71 .92 

Vader 78 .76 60 .19 77 .75 63 .54 85 .98 85 .71 

STS-Gold 75 .07 59 .68 75 .35 69 .61 82 .86 68 .27 

IMDB 72 .91 88 .56 87 .41 87 .45 75 .43 75 .47 

PL04 71 .66 86 .09 79 .03 86 .22 70 .64 70 .82 

extracted for learning sentiment-specific word vectors but not gen- 

eral semantic information, so we use them as affect word vectors. 

Also, for the composition of a tweet vector, we have used the aver- 

age function on the word vectors, as the combination of the other 

convolutional functions did not improve the results of the model. 

6. Results 

The conducted experiments show the sentiment classification 

performance of each base classifier separately (including our deep 

learning baseline) on each of the six test datasets, as well as the 

metrics for the ensemble of classifiers and ensembles of features. 

In this section, the experimental results are shown and discussed. 

The experimental results for the proposed models are gathered in 

Table 5 . 

6.1. Base classifiers performance 

As it can be seen in Table 4 , the better F-score performance 

is achieved by TextBlob in SemEval2013, by the WSD classifier 

with an important difference over TextBlob in SemEval2014; while 

pattern.en has a slightly better performance than the rest in the 

Vader dataset and has also the better performance in the STS- 

Gold dataset by far. The classifier with the lower performance is 

CoreNLP in all Twitter test sets. In contrast, in the IMDB and PL04 

datasets (movie reviews), CoreNLP achieves the better performance 

in IMDB and the second best in PL04. 

As expected, the nature of the domains has a strong impact 

on the performance of the base classifiers, since they have been 

trained in a specific domain. Some classifiers (e.g. WSD, pattern 

and TextBlob) are more suitable to the Twitter domain, while oth- 

ers (e.g. CoreNLP and vivekn) are better adapted to the review do- 

main. In general, none of the base classifiers exhibits a high per- 

formance in all the baseline datasets. 

Finally, the average F1 score performance for the base classifiers 

is 73.02, 63.79, 75.32, 71.81, 81.20 and 77.41% in the SemEval2013, 

SemEval2014, Vader, STS-Gold, IMDB and PL04 datasets respec- 

tively. 

6.2. Classifiers and features classifiers performance 

CEM models gather the predictions from M G baseline and the 

other six base classifiers whose classification performance has 

been analyzed. The voting and meta-learning techniques are used 

as ensemble techniques. It can be seen in the Table 5 that nearly 

all the ensemble models surpass the baseline, as well as all the 

other base classifiers. In fact, the best performance is achieved in 

4 out of 6 datasets by these CEM classifiers. 

As for the feature ensemble models, they also push the per- 

formance further than the baseline. The M SG+bigrams ensemble is 

very close to the best metrics in almost all the test datasets. Also, 

it seems that M SGA+bigrams is suffering overfitting, as the combina- 

tion of all three types of features decreases the performance when 

comparing to M SG+bigrams model. This could be due to the increase 

in the number of features used to train the model. 

Moreover, as an additional observation, it can be seen that the 

better improvements are achieved by CEM Vo 
SGA and CEM MeL 

SG models, 

with 3.65 and 2.53% of performance gain in STS-Gold and SemeE- 

val2013 datasets respectively, and by CEM MeL 
SGA model in the IMDB 

and PL04 datasets, with improvements of 1.48% and 5.77% respec- 

tively. 

Although the biggest improvements have been achieved with 

CEM models, the feature ensemble models also improve the base- 

line, sometimes by a large margin. Considering this type of models, 

the better results are achieved by the M SG+bigrams model. This fact 

could be explained attending to fact that bigrams can successfully 

capture modified verbs and nouns ( Wang & Manning, 2012 ), such 

as the negation. 

Also, the M SG model results are comparable, generally, to the 

best performances in the Twitter domain. Nevertheless, this model 

does not yield such results in the movie reviews domain. This re- 

sult indicates that combining word vectors through convolutional 

functions in long texts does not lead to high sentiment classifi- 

cation performances. We can conclude that the transformation of 

the convolutional functions on the sentiment signals that are con- 

tained in the affect word vectors is retained when applied to short 

texts, but lost in long texts. 

Attending to the difference of performance between the 

M SGA+bigrams and the CEM Vo 
SGA and CEM MeL 

SGA models, we see that the 

same types of features do not yield the same result. We make 

the assumption that dividing the features into smaller sets, as it 

is done in the ensemble models, benefits the classification per- 

formance. The division is made at the classifier level, since these 

ensemble models combine the predictions of classifiers trained 

with features (e.g. surface, generic and affect). Considering that the 

whole set SGA (including bigrams)is a complex collection of fea- 

tures, and based on the experimental results, the assumption is 

that this division of features prevents overfitting. These results are 

in line with those by Alpaydin (2014) and Xia et al. (2011) . This 

shows that when dividing a complex set of features into simpler 

subsets, an ensemble can yield better performance. 

6.3. Statistical analysis 

In order to compare the different proposed models in this work, 

a statistical test has been applied on the experimental results. Con- 

cretely, the Friedman test with the corresponding Bonferroni-Dun 

Table 5 

Macro averaged F-Score of the proposed sentiment classifiers. The last row shows the Friedman rank. In bold the best 

classifier for each dataset, and in the last row the best classifier attending to the Bonferroni-Dunn test. 

Dataset M G CEM Vo SG CEM MeL 
SG M SG M SG+bigrams M GA M SGA+bigrams CEM Vo SGA CEM MeL 

SGA 

SemEval2013 85 .34 87 .78 87 .87 86 .36 86 .53 87 .54 86 .26 86 .26 86 .97 

SemEval2014 86 .16 84 .16 87 .63 87 .03 88 .19 88 .05 86 .94 85 .90 88 .07 

Vader 87 .71 87 .92 88 .85 88 .07 88 .93 88 .89 88 .89 89 .52 89 .48 

STS-Gold 83 .43 83 .52 84 .56 84 .73 89 .24 85 .27 85 .26 87 .08 85 .59 

IMDB 89 .45 84 .06 89 .68 89 .58 90 .41 89 .50 90 .41 89 .92 90 .93 

PL04 88 .72 86 .48 93 .65 88 .39 94 .33 88 .67 86 .76 93 .87 94 .49 

Friedman rank 7 .83 7 .5 4 .5 6 .17 2 .67 4 .33 5 .58 4 .25 2 .17 
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post-hoc test, that are described by Demšar (2006) . These tests are 

specially oriented to the comparison of several classifiers on mul- 

tiple data sets. 

Friedman’s test is based on the rank of each algorithm in each 

dataset, where the best performing algorithm gets the rank of 1, 

the second best gets rank 2, etc. Ties are resolved by averaging 

their ranks. r i 
j 
is the rank of the j th of the k algorithms and on the 

i -th of N datasets. Friedman test uses the comparison of average 

ranks R j = 
1 
N 

∑ 

i r 
j 
i 
, and states that under the null-hypothesis (all 

the algorithms are equal so their ranks R j are equal) the Friedman 

statistic, with k − 1 degrees of freedom, is: 

χ2 
F = 

12 N 

k (k + 1) 

( 

∑ 

j 

R 2 j −
k (k + 1) 2 

4 

) 

Nevertheless, Demšar (2006) shows that there is a better statis- 

tic that is distributed according to the F-distribution, and has k − 1 

and (k − 1)(N − 1) degrees of freedom: 

F F = 
(N − 1) χ2 

F 

N(k − 1) − χ2 
F 

If the null-hypothesis of the Friedman test is rejected, post-hoc 

tests can be conducted. In this work we employ the Bonferroni- 

Dunn test, as it allows to compare the results of several algorithms 

to a baseline. In this case, all the proposed models are compared 

against M G . This test can be computed through comparing the 

critical difference (CD) with a series of critical values ( q α), which 

Demšar (2006) summarizes. The critical difference can be com- 

puted as: 

CD = q α

√ 

k (k + 1) 

6 N 

For the computation of both tests, the ranks have been ob- 

tained. The average ranks ( R j ) are showed in Table 5 . The α val- 

ues is set to 0.05 for the following calculations. With those av- 

erages, χ2 
F = 24 . 56 , F F = 5 . 24 , and the critical value F (k − 1 , (k −

1)(N − 1)) = 2 . 18 . As F F > F (8, 40), the null-hypothesis is rejected 

and the post-hoc test can be conducted. According with this, the 

critical difference is 4.31. Following, the difference between the av- 

erage ranks of the baseline and the j th model is compared to the 

CD and, if greater, we can conclude that the j th algorithm performs 

significantly better than the baseline. 

Friedman’s test has pointed the CEM MeL 
SGA and the M SG+bigrams 

models as the two best classification models, followed by the 

CEM Vo 
SGA and M GA models. Besides, the Bonferroni-Dunn test points 

out that CEM MeL 
SGA and M SG+bigrams models perform significantly bet- 

ter that the baseline. These results indicate that the hypothesis 

suggested in question 2 is supported, since the combination of dif- 

ferent sources of information improves the performance of senti- 

ment analysis. As for the rest of the models, it is not possible to 

reach a conclusion with the current data. 

On top of this, an interesting result of these experiments is that 

the performance of the meta learning approach is higher than that 

of the fixed rule scheme. While the meta learning ensemble with 

all types of features (SGA + bigrams) is significantly better than 

the baseline, the voting model is not. This could be caused by the 

learning capabilities of the meta-classifier technique, feature that 

the fixed ensemble methods like voting rule do not have. 

6.4. Computational complexity 

One possible drawback of ensemble approaches is their higher 

cost in terms of computational resources. With the aim of analyz- 

ing the efficiency of the proposed models, the computational cost 

is presented. The results for this cost analysis are studied at train 

time, since the costs in the test phase do not result relevant for 

Table 6 

Computational complexity of the word embeddings ap- 

proaches, in both model training and vector computation. 

Word Embeddings approach Sentiment140 IMDB 

word2vec Train model 109.7 s 96.1 s 

Compute vectors 152.9 s 80.4 s 

doc2vec Train model 7 h 2 h 

Compute vectors 8.5 s 6.4 s 

SSWE Train model – 25 d 

Compute vectors 87.5 s 179.2 s 

Table 7 

Computational complexity of the proposed 

models in training time. 

Model Sentiment140 IMDB 

M G 12 .7 s 0 .9 s 

M SG 13 .7 s 0 .9 s 

M SG+bigrams 977 .5 s 37 .2 s 

M GA 12 .9 s 1 s 

M SGA+bigrams 977 .8 s 37 .4 s 

this analysis. All these measurements were made in a Intel Xeon 

with 12 cores available and a memory friendly environment. 

In relation to the training and computation of the word embed- 

dings approaches, Table 6 presents the associated computational 

cost. It can be seen that word2vec is the lighter model at train time 

by a large margin. Also, the implementation of SSWE largely in- 

creases the computational complexity. We believe that implement- 

ing this model for a GPU environment can have a great impact 

on the time performance of the SSWE training. Please note that 

the SSWE trained model for Twitter is available for research, and 

so the training using the Sentiment140 dataset has not been per- 

formed. Besides, we can see that computing the pooling functions 

on the word vectors increases the complexity, as can be seen by 

comparing with the doc2vec approach. 

Combining different sets of features increases the computa- 

tional complexity, as Table 7 shows. The largest increment can be 

found in the M SG+bigrams and M SGA+bigrams models, which use bi- 

grams in the learning process. In this way, it can be seen that us- 

ing feature ensemble with bigrams and other sets of features leads 

to the addition of complexity to the model. The difference of train- 

ing times between the Sentiment140 and IMDB datasets is due to 

their number of instances, being larger in the first. 

Finally, the CEM models do not introduce a relevant complexity 

to the model at training time. The ensemble of classifiers based on 

the voting scheme do hardly introduce a cost to the computation, 

as there is no learning process in this case. For the meta-learning 

scheme, the maximum time taken in the meta learning process is 

1.5 s, with no significant difference between the training data. 

7. Conclusions and future work 

This paper proposes several models where classic hand-crafted 

features are combined with automatically extracted embedding 

features, as well as the ensemble of analyzers that learn from these 

varied features. In order to classify these different approaches, we 

propose a taxonomy of ensembles of classifiers and features that is 

based on two dimensions. Furthermore, with the aim of evaluat- 

ing the proposed models, a deep learning baseline is defined, and 

the classification performances of several ensembles are compared 

to the performance of the baseline. With the intention of conduct- 

ing a comparative experimental study, six public datasets are used 

for the evaluation of all the models, as well as six public senti- 

ment classifiers. Finally, we conduct an statistical analysis in order 

to empirically verify that combining information from varied fea- 
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tures and/or analyzers is an adequate way to surpass the sentiment 

classification performance. 

There were three main research questions that drove this work. 

The first question was whether there is a framework to charac- 

terize existing approaches in relation to the ensemble of tradi- 

tional and deep techniques in sentiment analysis. To the best of 

our knowledge, our proposal of a taxonomy and the resulting im- 

plementations is the first work to tackle this problem for senti- 

ment analysis. 

The second question was whether the sentiment analysis per- 

formance of a deep classifier can be leveraged when using the 

proposed ensemble of classifiers and features models. Observing 

the scores table and the Friedman ranks ( Table 5 ), we see that the 

proposed models generally improve the performance of the base- 

line. This indicates that the combination of information from di- 

verse sources such as surface features, generic and affect word vec- 

tors effectively improves the classifier’s results in sentiment analy- 

sis tasks. 

Lastly, we raised the concern of which of the proposed mod- 

els stand out in the improvement of the deep sentiment anal- 

ysis performance. In this regard, the statistical results point out 

the CEM MeL 
SGA and M SG+bigrams models as the best performing al- 

ternatives. As expected, these models effectively combine differ- 

ent sources of sentiment information, resulting in a significant im- 

provement with respect to the baseline. We remark the M SG+bigrams 

model, as it does not involve an ensemble of many classifiers, but 

only a classifier that is trained with an ensemble of deep and sur- 

face features. 

To summarize, this work takes advantage of the ensemble of 

existing traditional sentiment classifiers, as well as the combina- 

tion of generic, sentiment-trained word embeddings and manually 

crafted features. Nevertheless, Considering the results of this work, 

we believe that a possible line of work would be applying these 

models to the task of aspect based sentiment analysis, with the 

hope of improving the classification performance. Furthermore, we 

intend to extend the domain of the proposed models to other lan- 

guages and even paradigms, like Emotion analysis. 
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Abstract: This article presents the participation of the Intelligent Systems Group
(GSI) at Universidad Politécnica de Madrid (UPM) in the Sentiment Analysis work-
shop focused in Spanish tweets, TASS2017. We have worked on Task 1, aiming to
classify sentiment polarity of Spanish tweets. For this task we propose a Recurrent
Neural Network (RNN) architecture composed of Long Short-TermMemory (LSTM)
cells followed by a feedforward network. The architecture makes use of two different
types of features: word embeddings and sentiment lexicon values. The recurrent ar-
chitecture allows us to process text sequences of different lengths, while the lexicon
inserts directly into the system sentiment information. The results indicate that this
feature combination leads to enhanced sentiment analysis performances.
Keywords: Deep Learning, Natural Language Processing, Sentiment Analysis, Re-
current Neural Network, TensorFlow

Resumen: En este art́ıculo se presenta la participación del Grupo de Sistemas
Inteligentes (GSI) de la Universidad Politécnica de Madrid (UPM) en el taller de
Análisis de Sentimientos centrado en tweets en Español: el TASS2017. Hemos traba-
jado en la Tarea 1, tratando de predecir correctamente la polaridad del sentimiento
de tweets en español. Para esta tarea hemos propuesto una arquitectura consistente
en una Red Neuronal Recurrente (RNN) compuesta de celdas Long Short-Term
Memory (LSTM) seguida por una red neuronal prealimentada. La arquitectura
hace uso de dos tipos distintos de caracteŕısticas: word embeddings y los valores de
un diccionario de sentimientos. La recurrencia de la arquitectura permite procesar
secuencias de texto de distintas longitudes, mientras que el diccionario inserta infor-
mación de sentimiento directamente en el sistema. Los resultados obtenidos indican
que esta combinación de caracteŕısticas lleva a mejorar los resultados en análisis de
sentimientos.
Palabras clave: Aprendizaje Profundo, Procesamiento de Lenguaje Natural,
Análisis de Sentimientos, Red Neuronal Recurrente, TensorFlow

1 Introduction

Recent developments in the area of deep
learning are strongly impacting sentiment
analysis techniques. While traditional meth-
ods based on feature engineering are still
prevalent, new deep learning approaches are
succeeding and reduce the need of labeled
corpus and feature definition. Moreover,
traditional and deep learning approaches
can be combined obtaining improved re-

sults (Araque et al., 2017).

This paper describes our participation in
TASS 2017 (Mart́ınez-Cámara et al., 2017).
Taller de Análisis de Sentimientos en la SE-
PLN (TASS) is a workshop that fosters the
research of sentiment analysis in Spanish for
short text such as tweets. The first task of
this challenge, Task 1, consists in determin-
ing the global polarity at a message level.
The dataset for the evaluation of this task

TASS 2017: Workshop on Semantic Analysis at SEPLN, septiembre 2017, págs. 71-76
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considers annotated tweets with 4 polarity la-
bels (P, N, NEU, NONE). P stands for pos-
itive, while N means negative and NEU is
neutral. It is considered that NONE means
absence of sentiment polarity. This task pro-
vides a corpus, which contains a total of 1514
tweets written in Spanish, describing a diver-
sity of subjects.

We have faced this challenge as an oppor-
tunity to evaluate how these techniques could
be applied in the TASS domain, and their
results compared with the traditional tech-
niques we used in a previous participation in
this challenge (Araque et al., 2015).

The reminder of this paper is organized
as follows. Sect. 2 introduces related work.
Then Sect.3 describes the proposed polarity
classification model and its implementation,
which is evaluated in Sect. 4. Finally, conclu-
sions are drawn in Sect. 6.

2 Related work

Many works in the last years involve the use
of neural architectures to learn text classi-
fication problems and, more specifically, to
perform Sentiment Analysis. A relevant ex-
ample of this are Recursive Neural Tensor
Networks (Socher et al., 2013). This archi-
tecture makes use of the structure of parse
trees to effectively capture the negation phe-
nomena and its scope. A similar work (Tai,
Socher, and Manning, 2015) introduces the
use of LSTM in tree structures, leveraging
both the information contained in these trees
and the representation capabilities of gated
units. Although parse trees can result very
useful in sentiment analysis, many works do
not make use of them, as they introduce an
additional computation overhead. In (Wang
et al., 2015) a data-driven approach is de-
scribed that learns from noisy annotated data
also making use of LSTM units and a er-
ror signal processing to avoid the problem
of vanishing gradient. Another useful tech-
nique is attention (Bahdanau, Cho, and Ben-
gio, 2014), that enables weighting the impor-
tance of the different words in a given piece of
text. Attention has been used in Sentiment
Analysis successfully in a recurrent architec-
ture, as presented in (Wang et al., 2016).

In the context of the TASS challenge, it
has not been the first time that neural archi-
tectures have been proposed for solving the
different tasks. In (Vilares et al., 2015), the
authors propose a LSTM architecture that is

compared to linear classifiers. Also, word em-
beddings have been leveraged in previous ver-
sions, as shown in (Martınez-Cámara et al.,
2015). Nevertheless, neural networks have
not been thoroughly studied in TASS, and
many potentially interesting techniques re-
main unused.

3 Sentiment analysis Task

3.1 Model architecture

The approach followed for the Sentiment
Analysis at Tweet level Task consists in a
RNN composed of LSTM cells that parse the
input into a fixed-size vector representation.
The representation of the text is used to per-
form the sentiment classification. Two vari-
ations of this architecture are used: (i) a
LSTM that iterates over the input word vec-
tors or (ii) over a combination of the input
word vectors and polarity values from a sen-
timent lexicon.

The general architecture of the model
takes as inputs the words vectors and the
lexicon values for each word from an input
tweet. Then, the inputs are passed through
a one-layer LSTM with a tunnable number
of hidden units. The generated representa-
tion is then used to determine the polarity of
the input text using a feedforward layer with
softmax activation as output function. The
output of this last layer encodes the probabil-
ity that the input text belongs to each class.
Fig. 2 shows this architecture, which is fur-
ther described as follows:

1. The input vector is the word embed-
ding of each word in a given tweet. It
contains word-level information or senti-
ment word-level information. Each spe-
cific case will be described in more detail
afterwards.

2. The RNN number of units is chosen dur-
ing training for optimization purposes.
In this work we use a one-layer LSTM
to avoid overfitting of the network to the
training data.

3. The weight matrix has as input dimen-
sion the RNN size, and the number of
classes as output dimension. This means
that, taking as inputs the last LSTM
output, we obtain a vector whose length
is the number of classes. This matrix is
also optimized during the training pro-
cess.

Oscar Araque, Rodrigo Barbado, J. Fernando Sánchez-Rada, Carlos A. Iglesias
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Figure 1: Recurrent Neural Network (RNN) architecture

4. The final probability vector is obtained
by passing the result of the previous
matrix multiplication through a softmax
function, which converts the values of
the components of this result vector into
probabilities representation. Finally, the
predicted label for the tweet is the com-
ponent of the output vector with the
highest probability.

Following, the two types of inputs used are
described thoroughly.

3.2 Word-level RNN

For this input, the tweet text is tokenized into
word tokens, which are then expressed in a
one-hot representation. That is, each token is
represented as a IR|V|×1 vector with all 0s and
and one 1 at the index of that token in the
sorted token vocabulary. For example, the
representations for the tokens a, antes and
zebra would appear as:

wa =
[

1 0 0 · · · 0
]

, wantes =
[

0 1 0 · · · 0
]

wzebra =
[

0 0 0 · · · 1
]

We limit the number of words to a certain
vocabulary size in order to limit the computa-
tional cost of this preprocessing step. Before
feeding this data to the network, each tweet
is presented by the one-hot representation of
all the tokens in the tweet.

3.3 Sentiment word-level RNN

Additionally, we include different sentiment
information into the word representations by
means of a sentiment lexicon. In this case,
a similar approach as the word-level RNN

is followed, but instead of using information
about the different words contained on each
tweet, information about the sentiment of
each word is used. In this case, the prepro-
cessing process is modified:

1. First, each tweet is split into tokens.

2. Secondly, a sentiment dictionary is used
to map words with sentiment polarity
values. In this way, each word is mapped
into a positive, neutral or negative value.

3. Finally, the representation of a word
consists in its word vector concatenated
with its sentiment polarity label.

3.4 Regularization

Given the reduced number of training exam-
ples that is available for this task (Sec. 4) a
number of regularization techniques has been
used in the experiments. Regularization is
used in machine learning to control the com-
plexity of a learning model so it does not
overfit to the training data and generalized
better to the test data.

It is known that Recurrent Neural Net-
work tend to heavily overfit to the training
set (Zaremba, Sutskever, and Vinyals, 2014).
For this, we employ two regularization tech-
niques to prevent this:

1. L2 regularization (Ng, 2004). This tech-
nique is applied on the weights of the
feedforward layer of the network. Being
WMLP the weights of this layer, this reg-
ularization adds to the cost function the
following value:

λ‖W T
MLPWMLP ‖
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where λ is a parameter that represents
the importance that is assigned to this
regularization in the overall cost func-
tion.

2. Dropout (Srivastava et al., 2014; Gal
and Ghahramani, 2016b). This strategy
consists in randomly setting a fraction
of units to 0 at each step of the training
process to prevent overfitting. During
test time, the outputs are averaged by
this fraction. Dropout has been recently
found to be theoretically similar to ap-
plying a bayesian prior to the network
weigths (Gal and Ghahramani, 2016a).

3.5 TensorFlow implementation

TensorFlow is an interface for expressing ma-
chine learning algorithms, and an implemen-
tation for executing such algorithms (Abadi,
Agarwal, and et al., 2015). For implement-
ing the model previously described, first we
had to define a computation graph composed
by the RNN architecture, matrices and op-
erations needed. Once the graph is defined,
the training process consists in iteratively ad-
justing numerical values in order to reach the
best results. This task was done following
those ideas:

• The values to optimize are the internal
parameters and matrices that form the
network. Those are: the word embed-
ding representations, the LSTM internal
weights and the feedforward weight ma-
trix used as last layer. At the beginning
of training, those values are initialized
in a random way using a normal distri-
bution ∼ N (µ, σ), with µ = 0, and are
considered variables to be optimized at
each training step by TensorFlow.

• Having those variables defined, the
training process iteratively modifies
them in order to reach the better re-
sults. In order to obtain a error signal
that can be used to modify the learning
parameters we use a cost function which
has to be minimized. That minimiza-
tion problem is solved by applying the
gradient descent method via backpropa-
gation (LeCun et al., 2012). In this work
we employ the Adam algorithm (Kingma
and Ba, 2014).

• In each iteration of the training process,
which are known as epochs, data from

the training set flows through all the
computation graph yielding to a predic-
tion result. The cost metric is computed
by comparing the obtained result with
the true training labels. When the back-
propagation is finished, the variable val-
ues are updated and the following itera-
tion proceeds.

• In order to enhance performance, we use
early stopping on the accuracy on the de-
velopment set. That is, for each epoch
we monitor the performance of the net-
work in the development set. If it has
not improved for a number of epochs (in
this work, 3 epochs) the training pro-
cess is stopped and the model weights
are freezed.

• The number of iterations can be chosen
as well as other parameters such as the
RNN size. For testing new examples, we
use as input the test data, passing all
the tweets through our model having as
a result the vector of probabilities of the
class each tweet belongs to, choosing the
class with a higher probability value for
each tweet.

4 Experimental setup

For the development of Task 1 a training
and development dataset is made public, con-
taining 1,514 labeled tweets which belong
to the InterTASS corpus. Additionally, we
use the TASS2015 edition training dataset
that was extracted from the general cor-
pus (Garćıa Cumbreras et al., 2016). We
train the system with the InterTASS and the
TASS General Corpus training datasets, and
adjust the hyper-parameters with the Inter-
TASS development set. For the lexicon, we
used ElhPolar dictionary (Urizar and Roncal,
2013), as it has been previously used in TASS
competitions.

There are three test datasets, one belong-
ing to the InterTASS corpus and two belong-
ing to the General Corpus of TASS: the full
version, with all the 60,798 tweets; and the
1k version, that contains a subset of 1,000
tweets.

In order to enhance the classification per-
formance several hyper-parameters have been
explored, and the values that yield better
performance are selected to be used in the
testing phase. The vocabulary size is set to
20,000, with a batch size of 256 and the num-
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Model Corpus Accuracy Macro-F1

LSTM + MLP InterTASS 53.70 37.1
LSTM + MLP TASS (1k) 60.1 45.6
LSTM + MLP TASS (Full) 63.1 50.9

LSTM + MLP + Lexicon InterTASS 56.2 38.7
LSTM + MLP + Lexicon TASS (1k) 63.6 46.8
LSTM + MLP + Lexicon TASS (Full) 63.1 49.7

Table 1: Results in TASS 2017

ber of epochs being 20. With this value, the
early stopping mechanism stopped the train-
ing before its completion. Regarding the size
of the layers, the number of dimensions of the
word embeddings is set to 16, as well as it is
done with the number of units in the LSTM
layer. The dimensionality of the feedforward
layer is given by the output of the LSTM,
which is 16, and the number of classes of the
classification task (in this case, 4). Note that
these values are smaller than in the usual
neural architectures in order to further pre-
vent overfitting. Also, we select the λ param-
eter to 0.05, and the dropout rate to 0.7.

5 Experimental Results

Table 1 shows the results of the two variations
of the proposed model: LSTM+MLP stack
with or without lexicon values. In light of this
results it is possible to affirm that the used ar-
chitecture shows promising performances in
the task of sentiment analysis of tweets. Al-
though, the achieved performances are below
the best in this year challenge. This indicates
that further work should be done in order to
improve the results.

The experimental results confirm the idea
that the introduction of a sentiment lexicon
into the word presentations results, in gen-
eral, beneficial for the final performance. We
see this improvement in the InterTASS and
1k corpora. Nevertheless, when attending to
the Full corpus, a performance decrease in
the Marco-F1 is observed.

6 Conclusions and Future Work

In this paper we have described the participa-
tion of the GSI in the TASS 2017 challenge.
Our proposal relies on a Recurrent Neural
Network architecture for Sentiment Analysis
with Long Short-Term Memory cells. This
network can be fed with both word vectors
and sentiment lexicon values. This approach
is able to represent a arbitrarily long se-

quence of text due to the dynamic recurrent
structure of the architecture. Also, several
techniques have been used for avoiding over-
fitting. From the experiments, it is seen that
adding a sentiment lexicon can enhance the
classification performance.

However, the proposed model does not
compare with the best results in the TASS
competition. This can be due to a number
of reasons, but the training process suggests
that overfitting is a relevant issue. Although
benefit comes from the use of regularization
techniques, the network is not able to largely
generalize. To address this, we think that fu-
ture work in this direction should include the
expansion of the training set.

Other possible improvement for future
work is doing a better preprocessing of in-
put texts at word level. In addition, Convo-
lutional Neural Networks could be used for
feature extraction in combination with the
Recurrent Neural Network architecture. This
could lead to the computation of most com-
plex features, which could also yield better
results.
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Resumen: En este art́ıculo se presenta la participación del Grupo de Sistemas
Inteligentes (GSI) de la Universidad Politécnica de Madrid (UPM) en el taller de
Análisis de Sentimientos centrado en tweets en Español: el TASS2015. Este año
se han propuesto dos tareas que hemos abordado con el diseño y desarrollo de un
sistema modular adaptable a distintos contextos. Este sistema emplea tecnoloǵıas
de Procesado de Lenguaje Natural (NLP) aśı como de aprendizaje automático, de-
pendiento además de tecnoloǵıas desarrolladas previamente en nuestro grupo de in-
vestigación. En particular, hemos combinado un amplio número de rasgos y léxicos
de polaridad para la detección de sentimento, junto con un algoritmo basado en
grafos para la detección de contextos. Los resultados experimentales obtenidos tras
la consecución del concurso resultan prometedores.
Palabras clave: Aprendizaje automático, Procesado de lenguaje natural, Análisis
de sentimientos, Detección de aspectos

Abstract: This article presents the participation of the Intelligent Systems Group
(GSI) at Universidad Politécnica de Madrid (UPM) in the Sentiment Analysis work-
shop focused in Spanish tweets, TASS2015. This year two challenges have been
proposed, which we have addressed with the design and development of a modu-
lar system that is adaptable to different contexts. This system employs Natural
Language Processing (NLP) and machine-learning technologies, relying also in pre-
viously developed technologies in our research group. In particular, we have used a
wide number of features and polarity lexicons for sentiment detection. With regards
to aspect detection, we have relied on a graph-based algorithm. Once the challenge
has come to an end, the experimental results are promising.
Keywords: Machine learning, Natural Language Processing, Sentiment analysis,
Aspect detection

1 Introduction

In this article we present our participation
for the TASS2015 challenge (Villena-Román
et al., 2015a). This work deals with two dif-
ferent tasks, that are described next.

The first task of this challenge, Task
1 (Villena-Román et al., 2015b), consists of
determining the global polarity at a message
level. Inside this task, there are two eval-
uations: one in which 6 polarity labels are
considered (P+, P, NEU, N, N+, None), and
another one with 4 polarity labels considered
(P, N, NEU, NONE). P stands for positive,
while N means negative and NEU is neu-
tral. The “+” symbol is used for intensifi-
cation of the polarity. It is considered that

NONE means absence of sentiment polarity.
This task provides a corpus (Villena-Román
et al., 2015b), which contains a total of 68.000
tweets written in Spanish, describing a diver-
sity of subjects.

The second and last task, Task 2 (Villena-
Román et al., 2015b), is aimed to detect
the sentiment polarity at an aspect level us-
ing three labels (P, N and NEU). Within
this task, two corpora (Villena-Román et al.,
2015b) are provided: SocialTV and STOM-
POL corpus. We have restricted ourselves
to the SocialTV corpus in this edition. This
corpus contains 2.773 tweets captured during
the celebration of the 2014 Final of Copa del
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rey championship1. Along with the corpus
a set of aspects which appear in the tweets
is given. This list is essentially composed by
football players, coaches, teams, referees, and
other football-related concepts such as crowd,
authorities, match and broadcast.

The complexity presented by the challenge
has taken us to develop a modular system, in
which each component can work separately.
We have developed and experimented with
each module independently, and later com-
bine them depending on the Task (1 or 2) we
want to solve.

The rest of the paper is organized as fol-
lows. First, Section 2 is a review of the
research involving sentiment analysis in the
Twitter domain. After this, Section 3 briefly
describes the general architecture of the de-
veloped system. Following that, Section 4
describes the module developed in order to
confront the Task 1 of this challenge. After
this, Section 5 explains the other modules
necessaries to address the Task 2. Finally,
Section 6 concludes the paper and presents
some conclusions regarding our participation
in this challenge, as well as future works.

2 Related Work

Centering the attention in the scope of TASS,
many researches have experimented, through
the TASS corpora, with different approaches
to evaluate the performance of these systems.
Vilares et al. (2014) present a system re-
lying in machine learning classification for
the tasks of sentiment analysis, and a heuris-
tics based approach for aspect-based senti-
ment analysis. Another example of classifi-
cation through machine learning is the work
of Hurtado and Pla (2014), in which they
utilize Support Vector Machine (SVM) with
remarkable results. It is common to in-
corporate linguistic knowledge to this sys-
tems, as proposed by Urizar and Roncal
(2013), who also employ lexicons in its work.
Balahur and Perea-Ortega (2013) deal with
this problem using dictionaries and trans-
lated data from English to Spanish, as well
as machine-learning techniques. An inter-
esting procedure is performed by Vilares,
Alonso, and Gómez-Rodŕıguez (2013): us-
ing semantic information added to psycho-
logical knowledge extracted from dictionar-
ies, they combine these features to train a

1www.en.wikipedia.org/wiki/2014 Copa del Rey Final

machine learning algorithm. Fernández et al.
(2013) employ a ranking algorithm using bi-
grams and added to this a skipgrams scorer,
which allow them to create sentiment lexi-
cons that are able to retain the context of the
terms. A different approach is by means of
the Word2Vec model, used by Montejo-Ráez,
Garćıa-Cumbreras, and Dı́az-Galiano (2104),
in which each word is considered in a 200-
dimensional space, without using any lexical
or syntactical analysis: this allows them to
develop a fairly simple system with reason-
able results.

3 System architecture

One of ours main goals is to design and de-
velop an adaptable system which can func-
tion in a variety of situations. As we have al-
ready mentioned, this has taken us to a sys-
tem composed of several modules that can
work separately. Since the challenge pro-
poses two different tasks (Villena-Román et
al., 2015b), we will utilize each module when
necessary.

Our system is divided into three modules:

• Named Entity Recognizer (NER)
module. The NER module detects the
entities within a text, and classifies them
as one of the possibles entities. In the
Section 5 a more detailed description of
this module and the set of entities given
is presented, as it is used in the Task 2.

• Aspect and Context detection mod-
ule. This module is in charge of detect-
ing the remaining aspects -aspects that
are not entities and therefore can not be
detected as such- and the contexts of all
aspects. In the Section 5 this module is
described in greater detail since it is only
used for tackling the Task 2.

• Sentiment Analysis module. As the
name suggests, the goal of this module
is to classify the given texts using sen-
timent polarity labels. This module is
based on combining NLP and machine
learning techniques and is used in both
Task 1 and 2. It is explained in more
detail next.

3.1 Sentiment Analysis module

The sentiment analysis module relies in a
SVM machine-learning model that is trained
with data composed of features extracted
from the TASS dataset: General corpus for
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the Task 1 and SocialTV corpus for Task
2 (Villena-Román et al., 2015b).

3.1.1 Feature Extraction

We have used different approaches to design
the feature extraction. The reference docu-
ment taken in the development of the fea-
tures extraction was made by Mohammad,
Kiritchenko, and Zhu (2013). With this in
mind, the features extracted from each tweet
to form a feature vector are:

• N-grams, combination of contiguous se-
quences of one, two and three tokens
consisting on words, lemmas and stem
words. As this information can be dif-
ficult to handle due to the huge volume
of N-grams that can be formed, we set a
minimum frequency of three occurrences
to consider the N-gram.

• All-caps, the number of words with all
characters in upper cases that appears
in the tweets.

• POS information, the frequency of each
part-of-speech tag.

• Hashtags, the number of hashtags terms.

• Punctuation marks, these marks are fre-
quently used to increase the sentiment
of a sentence, specially on the Twitter
domain. The presence or absence of
these marks (?!) are extracted as a new
feature, as well as its relative position
within the document.

• Elongated words, the number of words
that has one character repeated more
than two times.

• Emoticons, the system uses a Emoticons
Sentiment Lexicon, which has been de-
veloped by Hogenboom et al. (2013).

• Lexicon Resources, for each token w, we
used the sentiment score score(w) to de-
termine:

1. Number of words that have a
score(w) 6= 0.

2. Polarity of each word that has a
score(w) 6= 0.

3. Total score of all the polarities of
the words that have a score(w) 6= 0.

The best way to increase the coverage
range with respect to the detection of

words with polarity is to combine sev-
eral resources lexicon. The lexicons used
are: Elhuyar Polar Lexicon (Urizar and
Roncal, 2013), ISOL (Mart́ınez-Cámara
et al., 2013), Sentiment Spanish Lexi-
con (SSL) (Veronica Perez Rosas, 2012),
SOCAL (Taboada et al., 2011) and ML-
SentiCON (Cruz et al., 2014).

• Intensifiers, a intensifier dictio-
nary (Cruz et al., 2014) has been
used for calculating the polarity of a
word, increasing or decreasing its value.

• Negation, explained in 3.1.2.

• Global Polarity, this score is the sum
of the punctuations from the emoticon
analysis and the lexicon resources.

3.1.2 Negation

An important feature that has been used to
develop the classifier is the treatment of the
negations. This approach takes into account
the role of the negation words or phrases, as
they can alter the polarity value of the words
or phrases they precede.

The polarity of a word changes if it is
included in a negated context. For detect-
ing a negated context we have utilized a
set of negated words, which has been man-
ually composed by us. Besides, detecting the
context requires deciding how many tokens
are affected by the negation. For this, we
have followed the proposal by Pang, Lee, and
Vaithyanathan (2002).

Once the negated context is defined there
are two features affected by this: N-grams
and lexicon. The negation feature is added
to these features, implying that its negated
(e.g. positive becomes negative, +1 becomes
-1). This approximation is based on the work
by Sauŕı and Pustejovsky (2012).

4 Task 1: Sentiment analysis at

global level

4.1 Experiment and results

In this competition it is allowed for submis-
sion up to three experiments for each corpus.
With this in mind, three experiments have
been developed in this task attending to the
lexicons that adjust better to the corpus:

• RUN-1, there is one lexicon that is
adapted well to the corpus, the ElhPolar
lexicon. It has been decided to use only
this dictionary in the first run.
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• RUN-2, in this run the two lexicons that
have the best results in the experiments
have been combined, the ElhPolar and
the ISOL.

• RUN-3, the last run is a mix of all the
lexicon used on the experiments.

Experiment Accuracy F1-Score

6labels 61.8 50.0
6labels-1k 48.7 44.6
4labels 69.0 55.0
4labels-1k 65.8 53.1

Table 1: Results of RUN-1 in the Task 1

Experiment Accuracy F1-Score

6labels 61.0 49.5
6labels-1k 48.0 44.0
4labels 67.9 54.6
4labels-1k 64.6 53.1

Table 2: Results of RUN-2 in the Task 1

Experiment Accuracy F1-Score

6labels 60.8 49.3
6labels-1k 47.9 43.7
4labels 67.8 54.5
4labels-1k 64.6 48.7

Table 3: Results of RUN-3 in the Task 1

5 Task 2: Aspect-based sentiment

analysis

This task is an extension of the Task 1 in
which sentiment analysis is made at the as-
pect level. The goal in this task is to detect
the different aspects that can be in a tweet
and afterwards analyze the sentiment associ-
ated with each aspect.

For this, we used a pipeline that takes the
provided corpus as input and produces the
sentiment annotated corpus as output. This
pipeline can be divided into three major mod-
ules that work in a sequential manner: first
the NER, second the Aspect and Context de-
tection, and third the Sentiment Analysis as
described below.

5.1 NER

The goal of this module is to detect the words
that represent a certain entity from the set
of entities that can be identified as a per-
son (players and coaches) or an organization
(teams).

For this module we used the Stanford CRF
NER (Finkel, Grenager, and Manning, 2005).
It includes a Spanish model trained on news
data. To adapt the model, we trained it
instead with the training dataset (Villena-
Román et al., 2015b) and a gazette. The
model is trained with two labels: Per-
son (PER) and Organization (ORG). The
gazette entries were collected from the train-
ing dataset, resulting in a list of all the ways
the entities (players, teams or coaches) were
named. We verified the performance of the
Stanford NER by means of cross-validation
on the training data. With this, we obtained
an average F1-Score of 91.05%.

As the goal of the NER module is to detect
the words that represent a specific entity, we
used a list of all the ways these entities were
named. In this way, once the Stanford NER
detect the general entity our improved NER
module search in this list and decides the par-
ticular entity by matching the pattern of the
entity words.

5.2 Aspect and Context detection

This module aims to detect the aspects that
are not entities, and thus have not been
detected by the NER module. To achieve
this, we have composed a dictionary using
the training dataset (Villena-Román et al.,
2015b) which contains all the manners that
all the aspects -including the entities for-
merly detected- are named. Using this dic-
tionary, this module can detect words that
are related to a specific aspect. Although
the NER module already detects entities as
players, coaches or teams, this module can
detect them too: it treats these detected en-
tities as more relevant than its own recogni-
tions, combining in this way the capacity of
aspect/entity detection of the NER module
and this module.

As for the context detection, we have im-
plemented a graph based algorithm (Mukher-
jee and Bhattacharyya, 2012) that allows us
to extract sets of words related to an aspect
from a sentence, even if this sentence has dif-
ferent aspects and mixed emotions. The con-
text of an aspect is the set of words related
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to that aspect. Besides, we have extended
this algorithm in such a way that allow us to
configure the scope of this context detection.

Combining this two approaches -aspect
and context detection- this module is able to
detect the word or words which identify an
aspect, and extract the context of this aspect.
This context allows us to isolate the senti-
ment meaning of the aspect, fact that will be
very interesting for the sentiment analysis at
an aspect level.

We have obtained an accuracy of 93.21%
in this second step of the pipeline with
the training dataset (Villena-Román et al.,
2015b). As for the test dataset (Villena-
Román et al., 2015b) we obtained an accu-
racy of 89.27%2.

5.3 Sentiment analysis

The sentiment analysis module is the end of
the processing pipeline. This module is in
charge of classifying the detected aspects in
polarity values through the contexts of each
aspect. We have used the same model used
in Task 1 to analyse every detected aspect in
Task 2, given that the detected aspect con-
texts in Task 2 are similar to the texts anal-
ysed in Task 1.

Nevertheless, though using the same
model, it is needed to train this model with
the proper data. For this, we extracted the
aspects and contexts from the train dataset,
process the corresponding features (explained
in Section 3), and then train the model with
these. In this way, the trained machine is fed
contexts of aspects that will classify in one
of the three labels (as mentioned: positive,
negative and neutral).

5.4 Results

By means of connecting these three modules
together, we obtain a system that is able to
recognize entities and aspects, detect the con-
text in which they are enclosed, and classify
them at an aspect level. The performance of
this system is showed in the Table 4. The dif-
ferent RUNs represent separate adjustments
of the same experiment, in which several pa-
rameters are controlled in order to obtain the
better performance.

As can be seen in Table 4, the global per-
formance obtained is fairly positive, as our

2We calculated this metric using the out-
put granted by the TASS uploading page
www.daedalus.es/TASS2015/private/evaluate.php.

Experiment Accuracy F1-Score

RUN-1 63.5 60.6
RUN-2 62.1 58.4
RUN-3 55.7 55.8

Table 4: Results of each run in the Task 2

system ranked first in F1-Score and second
in Accuracy.

6 Conclusions and future work

In this paper we have described the partici-
pation of the GSI in the TASS 2015 challenge
(Villena-Román et al., 2015a). Our proposal
relies in both NLP and machine-learning
techniques, applying them jointly to obtain
a satisfactory result in the rankings of the
challenge. We have designed and developed
a modular system that relies in previous tech-
nologies developed in our group (Sánchez-
Rada, Iglesias, and Gil, 2015). These charac-
teristics make this system adaptable to dif-
ferent conditions and contexts, feature that
results very useful in this competition given
the diversity of tasks (Villena-Román et al.,
2015b).

As future work, our aim is to improve as-
pect detection by including semantic similar-
ity based on the available lexical resources in
the Linguistic Linked Open Data Cloud. To
this aim, we will integrate also vocabularies
such as Marl (Westerski, Iglesias, and Tapia,
2011). In addition, we are working on im-
proving the sentiment detection based on the
social context of users within the MixedEmo-
tions project.
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detección de tópicos y análisis de sen-
timientos de aspectos en twitter.
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I. INTRODUCTION

Agent architectures provide a valuable general guideline for
designing and implementing agent applications [1] and have
been a very active research topic in the agent community. In
the 1990s, research interest was focused on the investigation of
architectural issues raised by three influential threads of agent
research (i.e. reactive agents, deliberative agents and interact-
ing agents), as collects the excellent survey by Müller [2].

Software agent platforms are usually specialized in a
particular agent architecture.For instance, most platforms for
deliberative agents have adopted the Belief-Desire-Intention
(BDI) model, as Jadex [3], Jack [4] or Jason [5], while the
most popular agent platform for interacting agents, Jade [6],
is based on FIPA [7]. Some of these platforms provide facilities
to combine reasoning and interacting features, such as Jadex
or Jason, which can be integrated with Jade.

The BDI architecture defined by Rao and Georgeff [8]
is based on the original model proposed by Bratman for
modelling human reasoning [9]. The BDI abstract architecture
models human-like reasoning by capturing the mentalistic
notions of belief, desire and intention, which are processed
according to a generic interpreter. This interpreter assumes that
events are atomic and recognized after they have occurred.

Traditionally, both messages and percepts have been man-
aged in the same interpretation cycle, since both are considered
forms of external events. As a result, most agent implementa-
tions mix reasoning processes with the communication logic

and make them hard to reuse, debug and develop. Recently,
several works such as ACRE [10] and Alfonso et al. [11]
have proposed to delegate conversation management in a
specific module external to the agent reasoning process. The
interaction between these two modules is done through actions
and perceptions. The reasoning module can reason about the
outcomes of every conversation through a set of predefined
perceptions, and then execute several actions to manage the
status of those conversations (e.g. cancelling, forgetting or
retrying a conversation).

Furthermore, agent platforms do not provide standardised
mechanisms to integrate sensory information. This integration
of sensors and actuators typically requires extending the basic
agent architecture and a deep understanding of its implemen-
tation.

On the other hand, gathering information from external
sources is a key aspect of any agent system. Lately, we are
relying more and more on web services to store, share and
generate new information.

Several works have proposed different mechanisms for
integrating agents and web services, as surveyed in [12]. The
existing solutions provide mappings between addressing and
messaging schemes in web services and agent systems, and
are implemented using a gateway that publishes web service
descriptions into FIPA’s directory facilitator and vice-versa.
Nevertheless, there are application domains such as personal
agents where the FIPA platform infrastructure is not needed but
there is still the need to invoke services as a standard action.

A new trend in web service development is relying on event
based interaction to allow services to interact. So much so
that it is leading to a new generation of the web, called real
time web or evented web [13]. This new wave of web services
is characterised by its capability to process incoming events
originated by a wide range of sources, such as social networks,
service notifications or sensors.

Our proposal consists in overcoming the typical limitations
in agent architectures while keeping them up to the current
scenario. We do so by providing an event-based perspective to
the internal composition of agent modules. This paper also
explains how this architecture, called event-based Modular
Architecture for Intelligent Agents (MAIA), can be used in
applications that interact with a variable and increasing number
of services, as well as its inner workings and implementation
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challenges. To illustrate this, we also present an implementa-
tion of a personal cloud agent using MAIA.

This paper is structured as follows: Section III presents an
overview of the architecture and describes its components in
detail; Section IV covers the format and purpose of events;
Section V shows how to use MAIA to build a personal agent;
Section VI goes through related work; and in Section VII we
present our conclusions and future work.

II. EVENT-BASED PROGRAMMING

Event-based programming [14], also called Event-Driven
Architecture (EDA) is an architectural style in which one or
more components in a software system execute in response to
receiving one or more notifications. Event based programming
differs from traditional web synchronous request-response
interactions, since the main concepts are the events. Then,
instead of speaking of clients and services, we refer to event
producers and consumers. One of the main advantages of this
architecture is that event producers and consumers can be
decoupled, which improves its scalability and fault-tolerance
capabilities. There are three main interaction styles in event
programming [14]:

• Push event distribution: event producers emit an event
and usually do not expect any specific action by event
producers

• Channel event distributions: event producers send
events to an event channel which acts as a broker,
redirecting the event to event consumers subscribed
to that particular event. This model is usually imple-
mented using Message-oriented Middleware (MOM).

• Pull event distribution: event consumers follow the
traditional request-response pattern to request an event
from an event producers or from an event channel.

Event-based programming has been traditionally popular
for programming user interfaces (e.g., Swing or JavaScript)
as well as for integration architectures based on a Enterprise
Service Bus. Given the requirements of the Live Web, event-
based programming has given a step forward and is one of
the cornerstones of highly interactive applications. We review
in the following subsections Node.js, one of the most popular
server-side programming environments, which is an example
of the event oriented paradigm. Node.js applications are written
in JavaScript and thus rely heavily on events.

III. MAIA ARCHITECTURE

An agent that does not interact with its environment (other
software components, sensors, actuators, etc.) is of little prac-
tical use. For that reason, it is common practice to modify or
extend agent platforms to include external sources. However,
as previously explained, agent architectures tend to be mono-
lithic. Connecting to external components is often a tedious and
ad-hoc process. Regardless of the specific implementation, the
resulting modifications are very heterogeneous and bound to
the agent platform they were made for.

In an attempt to adapt generic BDI multi agent systems to
seamlessly interact with different sources, we propose a new
architecture, called MAIA.

The architecture has been designed to allow easy hot-
plugging of new components that expand the capabilities of
the system (e.g. new sensors). It consists of independent
modules that perform different tasks (e.g. BDI reasoning, User
Interface), which are connected using a common interface to
a core platform that controls the flow of information between
them.

Figure 1 shows an overview of the main modules in the
architecture. At its core there is a bus for the modules that
are closely related to a typical agent (BDI platform, sensors,
actuators, etc.), another bus for the modules that connect to
the Evented Web, and a central piece that connects both buses
and provides additional services.

This section briefly presents these modules, focusing on
the relationship between them. The following sections will de-
scribe each module separately in greater detail. The underlying
communication mechanism is covered in Section IV.

First of all, the architecture includes a BDI Platform
module which encapsulates all BDI functions and logic. This
platform can be used to develop and run BDI agents that will
communicate with the rest of the modules in the architecture.

An Adapter (labelled BDI Adapter) makes this communi-
cation possible by interfacing between the agent platform and
the rest of the modules. Part of this adaptation is translating
MAIA events to a format the platform understands, and vice
versa. It will also make all the high level services from the rest
of the modules available to the agents within the platform.

We use Jason as the reference BDI Platform in this paper,
but any other platform such as Jade or Jadex would be suitable.
The design of the BDI Adapter depends on the platform
chosen.

The BDI Adapter is directly connected to the Agent Bus.
The role of this bus is to connect the different high level
modules of the agent, in contrast with the connectors to web
services and other sources, which connect to the Evented Web
Bus. This separation serves two main purposes: protecting the
agent modules from an overload of events from the web, and
providing additional capabilities to the modules connected to
the Agent Bus (see Section III-B).

The Event Manager mediates between both buses, pro-
viding extra services to the Agent Bus as described in Sec-
tion III-C. These services will have an important role in the
development of BDI agents. Section III-A2 contains several
plans and goals in Agent Speak that make use of these services.

A. Adapters

To be able to connect to any of the MAIA buses a module
must communicate via events that are MAIA compliant (see
Section IV) and use one of the protocols that its bus imple-
ments. Unfortunately, not all systems are natively evented.
Even when they are, they do not always follow the MAIA
events format or use the same protocol as the bus.

An Adapter is a piece of software that mediates between
such systems and the rest of the modules. In the best case
scenario, which is that of software that is already event
oriented, the adaptation process is as simple as translating
event formats on the fly and dealing with protocol differences.
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Fig. 1. High level representation of the MAIA architecture.

In the worst case scenario, deeper changes in the software itself
might be needed.

We group the adapters in two categories according to the
level of integration they provide: basic adapters and Agent
Adapters. Basic adapters make the features of an external
service or module available to the rest of the modules. Agent
Adapters also make the advanced services provided by the
Event Manager available to the module in question.

In essence, basic adapters simply add sources of informa-
tion or interaction with external services, whereas an Agent
Adapter connects to a module with more complex logic.

1) Basic Adapters: These adapters take care of: connecting
with the Event Manager; translating event formats, back and
forth; generating MAIA events and storing events for later
consumption. Every adapter that connects to the Evented Web
Bus is a basic adapter.

2) Agent Adapter: Agent Adapters are the interface be-
tween an agent system, typically an Agent Platform, and the
Agent Bus. The role of these agent systems is to implement
the logic of the final application, adding intelligence to the
system and communicating to the different modules. The Event
Manager provides several services to make it easier to perform
certain common actions or simply delegate tasks that would
otherwise be done by the agent. Thus, an Agent Adapter should
integrate these services in the agent platform.

The design and features of the Agent Adapter highly
depend on the target Agent Platform, its internals and the
programming interface it offers. Hence, we will focus on the
development of an adapter for Jason. Nevertheless, most of the

Fig. 2. Adding perceptions to agents in Jason

concepts herein are general and can be used in other Agent
Platforms.

We identified three main challenges in the adaptation
process. The first one consisted in communicating with the
platform itself, and its individual agents. The second one was
translating MAIA events to Jason beliefs. Lastly, there needs
to be a way to use the extra services provided by the Event
Manager from within any Jason agent. This section covers the
first two, whereas Section V contains excerpts of Agent Speak
code to deal with the most common MAIA services.

Every agent within Jason has its own knowledge database,
which is populated by data from the different sources. To be
able to actually modify the perceptions of the agents, a custom
Jason Environment is needed, along with an ad-hoc model for
this scenario. By modifying the basic Jason Environment we
are able to control not only the sources through which new
information is added, but the life cycle of such information.

More precisely, the custom model follows the data inbox
concept, the same as regular mailboxes. All information re-
ceived by the agent is volatile, and will be discarded after it
is fetched. Should the agent find the information interesting
or necessary for the future, it will save it as beliefs in its
permanent knowledge database.

Using these data boxes it is rather easy to integrate our Java
code and our agents in AgentSpeak. A special function allows
any Java method to send information to any certain agent, and
any Java function can be wrapped and made available to the
agents in the platform. Figure 2 shows the custom elements
created for the adapter.

Apart from the modifications explained above, events them-
selves need to be converted to beliefs internally. For this
purpose, we created the libraries to translate a a subset of
the JSON notation to beliefs and vice versa. Unfortunately,
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the limited syntax of beliefs makes it impossible to perform a
complete mapping.

Lastly, it is important to note that every agent should sub-
scribe only to those events that are relevant to its functioning,
and to avoid permanently storing them. Otherwise, we risk
overloading the agents with too many facts, which hinders the
reasoning process and might lead to undesired behaviours.

B. The Agent Bus and the Evented Web Bus

The role of the Evented Web Bus is to gather information
from different web services and other non-web sensors, and to
send information to those services when needed.

In addition to plain message passing, the bus has the
following features: event filtering, event subscription and store
and forward. Event Filtering provides the ability to select only
the relevant events in each situation and for each module. By
using Event Subscription modules can indicate their interest
in certain kind of event which they wish to receive. Store
and Forward means that modules can receive the events they
subscribed to and that were sent while they were disconnected.
It also means that events will be saved until they can be
forwarded to a module. Without it, an overloaded module
would not be able to consume all the events sent to it, which
might then be discarded.

The Agent Bus connects the different modules that are
directly related to the agents. The Agent Platform, the User-
Interface and the Communication Manager are the most im-
portant examples of such modules.

In essence the Agent Bus works similarly to the Evented
Web Bus. However, the modules connected are in charge of
some of the highest level functions of the agent architecture.
Thence they require some capabilities from the bus that were
not necessary for the evented web. These capabilities are ex-
posed to the agents in the form of services that highly ease the
development of systems that take advantage of web services.
Most of these services are focused on the development of
personal agents that interact with social networks.

These services will be transparently provided to the mod-
ules in the Agent Bus by the Event Manager, covered in the
following section.

It is important to note that the existence of these buses
makes it possible to spread the modules that connect to it into
several machines. Nonetheless, a simpler local configuration is
possible.

C. Event Manager

The Event Manager is the core of the MAIA architecture.
It is the bridge between the two buses. One of its roles
is to exchange events between them, making Evented Web
and sensory information available to agents and forwarding
requests from agents to services. However, such information
is usually verbose and frequent. Most of the times it is re-
dundant or not critical. In contrast, the communication among
agents or between agents and the user interface are usually
more critical and sensitive to delays. As a consequence, the
exchange between both buses obeys specific rules within the
Event Manager. Such rules make the existence of two buses

transparent to the clients of both while avoiding unnecessary
forwarding between them.

Besides controlling the flow of events between the different
modules, it complements the Agent Bus by providing higher
level functions that are not present in it. The Event Manager
provides several useful services for the development of per-
sonal agents.

Namely, these services are: Identity, Event Based Task Au-
tomation, Location, Semantic Information, Social Networks,
Calendar and Transactions.

The Identity Service allows agents to define virtual identi-
ties. These identities can be linked to the rest of the services.
For instance, an identity can be linked to several calendars and
social networks. These identities are defined via FOAF [15].
Each identity has a unique ID that can be used to subscribe to
the events from the sources linked to it. The Event Based Task
Automation offers the option for agents to delegate actions to
the Event Manager. These actions will be fired by a certain
event, and their result will be another event.

The Social Network service homogenises the connection
and interaction with different social networks. Social networks
are an important part of the average user’s everyday activity.
By integrating them in a personal agent, we can gather relevant
information about the user and improve the user’s experience.
Each social network profile can be linked to several identities.
As we saw before, this means the events from different profiles
will share a common namespace, making it easy to subscribe
to all of them.

The Location service makes it possible to set locations to
each identity. Events are sent every time there is a location
change, or when a module queries the location of an identity.

The Calendar Service is a common interface to deal with
calendars from different sources within Maia. It is especially
meant as an abstraction for online calendar services.

The Information Service offers a simple unified interface
for agents to query information from external information
sources. As of this writing, the Information service supports
SPARQL, being able to send queries to multiple endpoints
(DBpedia, data.gov, etc.).

The Transaction service makes it easier for agents to
handle operations with online services that follow a known
pattern. For instance, the processes between booking a flight
and arriving safe to the destination accommodation are quite
similar regardless of the flight company, shuttle bus operator,
etc. Given that, the Transaction service identifies different
events as steps in such processes and acts accordingly to offer
extra information to the agents.

IV. MAIA EVENTS

The communication paradigm in MAIA purposely mimics
that of the evented web [13]: all modules communicate through
atomic messages called events. This paradigm follows the
channel event distribution style.

The communication based on events is what confers loose
coupling to the architecture. However, it also means that the
structure and format of these events must cover a wide range
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of scenarios. Furthermore, it is desirable to make events as
compatible with the evented web as possible so that the inter-
action is seamless. This compatibility that must be achieved
both in a conceptual level and in the format level.

The conceptual level deals with questions such as: what
type of information does an event carry?, how do events
relate to each other?, how are modules/services and events
related? Most of these questions have already been answered
in the previous sections, especially those related to the purpose
and usage of events. The Live Web [13] introduces a very
generic schema for events. However, a formal definition of the
information within events is still missing.

The Evented Web Ontology (EWE) by Coronado et al. [16]
formalises the idea of events on the web in the form of an
ontology. The ontology itself was created after studying several
task automation portals such as IFTTT. These portals either
actively access services (web requests) or receive notification
from them (web hooks). Either way, any new information from
a services is modelled as an event. Users can choose what
actions should be triggered when an event is detected (e.g.
upload a picture to an image hosting site whenever there is
new email with attachments). Interestingly, this scenario can
be seen as a particular case of the evented web. The EWE
vocabulary allows for such generalisation, which turns it into a
consistent semantic model for representation of events. Hence,
it provides the formal definition necessary for conceptual
compatibility.

Describing EWE in depth is out of the scope of this paper.
However, we will describe the concepts that are necessary
to understand its use in this work and how it had to be
expanded. Among other things, EWE defines Channels, Events
and Actions. A Channel is a source of information, such as an
e-mail inbox. Channels generate Events whenever there is new
information, like whenever there is new mail. Each Channel
also has a list of available Actions, like deleting an email.

In MAIA every new module is a Channel. For adapters,
this Channel actually represents the source they are adapting.
Additionally, an event can be either informative or a request,
in the sense that it may inform of an action performed or of
an intention to trigger an action in a remote entity. In other
words, a module emits an event when there is new information
to share, or when it expects another module to perform an
action.

On the other hand, there are several possible formats
to serialise semantic information. To simplify the task of
developing new adapters to the evented web, MAIA events
use the JSON-LD [17] format in its compact form. This
approach has multiple advantages: it is a lightweight human-
readable format; there are libraries to efficiently process JSON
in almost every programming language and JSON-LD libraries
have been made for most of them; semantic and non-semantic
information can coexist in the same JSON object; and plain
JSON information from the evented web might be converted
to semantic JSON-LD by adding an appropriate context.

In summary, MAIA events are messages in JSON-LD
format that are modelled using the EWE ontology. Events have
the following fields:

• id (@id) Unique identifier of the sent event for the

specified entity (source).

• timestamp (dcterms:created) Time of the original
emission. This makes time reasoning possible and
prevents the side effects of asynchronous communi-
cations.

• source (ewe:source) Unique identifier of the sending
entity.

• name (dcterms:title) Which describes the event, and
is the only required field. Ideally, it will not only
consist of a basic string, but of a complete namespace.
This allows for a complex processing of the events
and an advanced filtering for triggers. We will get into
details later in this section.

• parameters (ewe:hasParameter) For any kind of
non-trivial event, we will need more information about
the entities involved in the event, or the parameters if
it is a request. This field is a list of ewe:Parameter
objects, with description, title and value.

• expiration Used to announce other entities that after
this time the success or error callbacks will not be
called, to prevent them from replying to or acknowl-
edging the event.

{

"@context": {

"ewe": "http://www.gsi.dit.upm.es/ontologies

/ewe/ns",

"dcterms": "http://purl.org/dc/terms",

"id": "@id",

"@type": "ewe:Event",

"source": "ewe:source",

"timestamp": {

"@id": "dcterms:created",

},

"name": "dcterms:title",

"parameters": {

"@id": "ewe:hasParameter",

"@container": "@list",

"@type": "ewe:Parameter"

},

"description": "dcterms:description",

"title": "dcterms:title",

"value": "dcterms:value",

},

"id": "http://demos.gsi.dit.upm.es/maia#

MailChannel_"

"source": "http://demos.gsi.dit.upm.es/maia#

MailChannel_ev_1389937684001

"timestamp": 1389937684,

"name": "MailChannel::email::new",

"parameters": [

{

"title": "subject",

"value": "Testing Maia",

"description": "Subject of the email"

}

],

"expiration": 1389937694

}

Listing 1. Example of an event in MAIA that represents a MailChannel.

In addition to these fields, the complete JSON-LD object
also includes a context to provide the semantic metadata of
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each field. A complete example of an event can be seen in
Listing 1

All events are named following a simple convention,
the names are strings separated by double colons, the first
string being the name of the module that sent it, for ex-
ample: MailChannel::email::new. Modules use these names
to subscribe to events from other sources. For instance, in
our previous example a module would need to subscribe to
MailChannel::email::new to receive the new email events from
MailChannel.

What is interesting about MAIA events is that they may
contain wildcards * or double wildcards **. Using wildcards,
a module can subscribe to a wide range of events. If the name
of the event and the name used in the subscription match, the
event will be forwarded. A single wildcard replaces/matches
any string between double colons (e.g. a::b::c and a::*::c
match). A double wildcard replaces/matches zero or more slots
(e.g. a::b::c and **::c match, and also a::b::c::**). Wildcards
can be used either in the subscription name or in the event
name, the comparison is applied symmetrically.

In order to efficiently process these matches and allow
a high throughput of events, MAIA buses use an optimised
subscription handling algorithm based on subscription trees.

Although one of the aims of the events system is
to achieve asynchronous, it is worth noting that names-
paces and the expiration information allow some sort of
remote method invocation. To reply to an event, another
event with the name <source>::success::<id> or
<source>::error::<id> can be sent before Expiration,
where ¡source¿ is the identifier of the sender and ¡id¿ is the
ID of the original event. These events are currently not being
forwarded to the rest of the modules.

As a last comment about the format of events, we have
developed adapters for SPARQL and Spotlight endpoints. A
W3C recommendation [18] can be used to include the results
from SPARQL queries in events.

V. CASE STUDY: BUILDING A PERSONAL AGENT

To clarify some of the concepts explained before and put
them in context, we will go through an example implementa-
tion of a personal agent in the travelling domain.

The aim of this personal agent is to assist users with their
trips. This assistance includes: following the process between
booking a ticket and arriving to the destination, alerting of
any irregularity such as delays, cancellations or forecast alerts;
informing users about flight deals during their free days;
checking the activity on social networks about topics related
to the trip; and handling emails and social activity on behalf
of the users when they are away.

For all this to work, the agent will need to connect to: a
flight search service; a forecast service; an email server; and
a social network. The interaction between the user and the
personal agent will be via text messages. The natural language
processing of the messages from the user to an external REST
Natural Language Understanding (NLU) Service. Each of the
external services has an associated adapter module, as seen in
Figure 3.

Fig. 3. Architecture of the Prototype.

The logic of the personal agent is provided by a single
Jason agent, the travel agent. This section shows excerpts of
code and simplified examples that demonstrate how to interact
with the Event Manager to make use of its services. More
specifically, it contains AgentSpeak plans to: get the semantic
information of the country of the flight destination, which can
later be used to fetch more information; alert the user via
email when the user has confirmed a flight and the forecast
information in the city of origin or destination is negative;
subscribe to activity in all the subscribed microblogging sites
about the country or city of destination two weeks before the
flight, and alert the user about suspicious activity.

It is possible to simplify the syntax to emit frequent events,
as seen in Listing 2

1 email(To,From,Subject,Body) :- parameters((

name("to"),value(To)),(name("from"),value

(From)),(name("subject"),value(Subject))

,(name("body"),value("body"))).

2 sendEmail(To,From,Subject,Body) :- event(["

action","email","send"],email(To,From,

Subject,Body)).

Listing 2. Definitions for email handling.

Listing 3 contains a plan to process forecast information
during or close to a day of a scheduled flight. To receive such
forecast information, the agent must have already subscribed
to forecast alerts or any event from the information service.

Listing 4 exemplifies how an agent can query a SPARQL
endpoint to get more information. In particular, it fetches the
capitals of the capitals in Europe if a new flight is booked but
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the country of the destination city is not known. The query is
limited to European cities to use a simple query to a public
endpoint (DBpedia).

1 +info("forecast",data(Date,City,Temperature,

Forecast,Chances))

2 : flight(Dept,City,From,To)[id(Identity)] |

flight(City,Arriv,From,To)[id(Identity

)] ((Temperature < 20 | Forecast ==
"rain" ) Chances > 0.3 )

3 <-!suggest_deals(Identity,Dept,Arriv,From,

To);

4 sendEmail(email_address(Identity),null,"

Bad weather for your trip",(Date,

Temperature,Meteo,Chances)).

Listing 3. Process forecast information when a flight has been scheduled.

1 +flight(_,City,_,_)

2 : ˜country(City,_)

3 <-query_sparql("

4 SELECT distinct ?country ?capital (SAMPLE

(?caplat) AS ?caplat) (SAMPLE(?

caplong) AS ?caplong)

5 WHERE {

6 ?country rdf:type dbpedia-owl:Country .

7 ?country dcterms:subject <http://dbpedia

.org/resource/Category:

Countries_in_Europe> .

8 ?country dbpedia-owl:capital ?capital .

9 OPTIONAL {

10 ?capital geo:lat ?caplat ;

11 geo:long ?caplong .

12 }

13 }

14 ORDER BY ?country

15 ",country(1,2),location(2,3,4,_)).

Listing 4. Demonstrates how to use a SPARQL query to gather new
information.

Lastly, Listing 5 presents a simple example which makes
use of the social service. More specifically, the agent sub-
scribes to microblogging events up to fifteen days before a
flight is scheduled to depart. The social service will then send
alerts about activity when there are enough microblogging
posts related to the destination city or country. It is easy
to imagine that this feature is helpful to detect noteworthy
happenings in the destination country (riots, strikes, concerts,
etc.)

1 +flight(_,City,Dept(YY,MM,DD,_,_,_),_)[id(

UserID)]:

2 : ((DD > 15 .date(YY,MM,DD-15)) |
(.date(YY,MM-1,DD+15)))
country(City,Country)

3 <-social(event(["id",UserID,"social","

ublogging","**","stream","peak"), [

Country,City], ["alert","activity","

ublogging","away"]).

4
5 +event(["alert", "activity", "ublogging", _],

data(Volume, Posts))[id(Identity)]

6 : Volume > 10

7 <-ui_alert(Identity, "Relevant info from

the social networks about your

destination:", Posts).

Listing 5. Subscribe to notifications about peaks in activity about the
destination of a trip and warn the user via the UI upon alert.

The interaction with the user can be done via a Web client
(a Google Chrome extension that connects to the Agent Bus),
or an Android application. Both clients also send the location
of the user, so they are both UIs and sensors.

Fig. 4. User Interface as a Chrome Extension

VI. RELATED WORK

Several authors have addressed the definition of an event
based agent architecture. Munteanu [19] proposes an event-
based middleware for Cloud Governance based on multiagent
system. Their work is focused on identifying the agent roles
for cloud governance and does not deal with engineering an
event-based agent system. Thus, our solution can complement
their proposal since it provides a suitable architecture for event-
based processing.

In the first prototypes of this system, different multi agent
system platforms were evaluated. The most promising of
them being SPADE (Smart Python multi-Agent Development
Environment) [20], as it includes the XMPP protocol in its core
and many of its communication features and its advantages:
publish-subscribe mechanism to allow push updates, form-
data to manage work-flow between user, libraries for many
programming languages and platforms, etc..

So far, we referred to communication between modules in
the general sense. The elements mentioned make it possible
to exchange information between different parties. However,
agent communication is a more sophisticated process that has
been treated broadly in other texts [10], which describe com-
plex agent communication solutions. Although MAIA focuses
on a different problem, it was designed so that these solutions
are compatible with and can be implemented on top of it. To
make this possible, two possible additions might be needed:
one in the agent level, adding the communication logic and
protocols; and another one on the platform level, which allows
agents to announce or subscribe their services, share protocol
definitions or that acts as a mediator in disputes. The first
addition would be made on top or within the MAIA adapter,
if it is not already contemplated in the agent platform. The
second one is labelled as Communication Manager module in
the MAIA architecture. This paper will not cover this specific
module, but it is important to note that the architecture was
created with it in mind.

9393

377



VII. CONCLUSIONS AND FUTURE WORK

The architecture presented in this paper proves that it is
possible to achieve modern systems that combine the potential
of intelligent agent systems and the interconnection and ever-
growing applications of the modern web.

The resulting application goes beyond the state of the art,
putting together already existing solutions from different fields.
It thus shows that we can make good use of the existing
technologies to implement innovative ideas.

It is important to note that the most important shift is in the
way we understand agents and agent communication. Adapting
existing systems and frameworks to MAIA also requires work,
especially in the case of Multi Agent Systems. However, such
adaptation only needs to be done once, and it allows its
connection to a wide range of modules.

There are several aspects in which MAIA can be extended
or improved. It also opens the discussion about the integration
of the evented programming paradigm and the design of BDI
agents.

One of the main aspects to improve from a pragmatic point
of view is the security of the information being exchanged
and the scope in which it is visible. Currently MAIA allows
username/password authentication and mechanisms to control
event subscription on a per-module basis.

Another field for future research is to further expand
the definition of events to include other concepts such as
propagation of events. This might lead to delegation and
collective planning, but it also poses challenges related to agent
communication.
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Abstract

Opinion mining is a natural language analysis task aimed at obtaining the overall sentiment regarding a particular topic. This paper

presents a prototype that presents the overall sentiment of a topic based on the geographical distribution of the sources on this topic. The

prototype was developed in a single day during the hackathon organised by the OpeNER project in Amsterdam last year. The OpeNER

infrastructure was used to process a large set of news articles in four different languages. Using these tools, an overall sentiment analysis

was obtained for a set of topics mentioned in the news articles and presented on an interactive worldmap.

Keywords: Opinion Mining, Visualisation, Hackathon

1. Introduction

Different topics are often presented in news from different

perspectives. These perspectives may differ between coun-

tries and cultures, and are brought to the fore through differ-

ent communication outlets. We aim to detect these opinions

from news articles from different languages to compare the

polarity profiles in different countries with respect to a par-

ticular topic. Within NLP research, there is a fair body

of work on opinion and sentiment analysis (Pang and Lee,

2008; Liu, 2012). Several toolkits have been developed for

the detection of polarity in text, but full multilingual opin-

ion detection which includes the holder of the opinion and

the target is still lagging. The OpeNER project plans to

deliver an opinion detection tool that is trained on an anno-

tated corpus of political news and aims at a sentence-based

detection of opinion expressions with their holders and tar-

gets. For this demo, however, we use the rule-based opinion

tagger that was available in June 2013.

This paper presents a prototype developed in a single day

during the June 2013 hackathon organised by the OpeNER

project (Agerri et al., 2013)1 in Amsterdam.2 OpeNER

aims to detect and disambiguate entity mentions and per-

form sentiment analysis and opinion detection on the texts

for six different languages (Maks et al., 2014). Team

NAPOLEON used the OpeNER infrastructure3 and web ser-

vices4 to obtain sentiment analyses for news articles in four

different languages which were then aggregated into topics

per country and presented visually on a map.

In the remainder of this contribution, we detail our system

in Section 2., and present some examples in Section 3. We

conclude with future work in Section 4.

2. Mining feelings from news using OpeNER

During the hackathon, we processed around 22,000 news

articles in four different languages obtained from the RSS

service of the European Media Monitor.5 The content as

1http://www.opener-project.org
2http://opener-fp7project.rhcloud.com/

2013/07/18/opener-hackathon-in-amsterdam/
3http://opener-project.github.io/
4http://opener.olery.com/
5http://emm.newsbrief.eu/overview.html

well as some metadata of the newspaper articles was ob-

tained before the hackathon. For this prototype, we decided

to focus on English, Spanish, Italian and Dutch. For in-

stance, the topic gay marriage was manually translated to

the four languages and news articles relevant to this topic

were collected and processed. An overall sentiment score

was also obtained per language for each topic. Finally, the

aggregated score for every topic-language pair was used for

colouring a world map.

During the hackathon, we developed some software mod-

ules to process each news article through the OpeNER web

services. In the remainder of this section, we detail the dif-

ferent steps in the workflow.

The OpeNER architecture consists of several Natural Lan-

guage Processing (NLP) components. Each component is

configured to take the information it requires to perform

a specific analysis. KAF (Bosma et al., 2009) is used

as linguistic representation. Each of the NLP processing

pipelines is deployed as a Cloud Computing service using

Amazon Elastic Computing Cloud6 (Amazon EC2). Fig-

ure 1 presents an overview of the OpeNER components de-

ployed as web services.

At the end of the different natural language processing

pipelines, the extracted information is combined to obtain

polarity clusters for the different topics selected.

Language Identifier: This component is responsible for

detecting the language of an input news article and delivers

it to the correct pipeline.

Tokenizer: This component is responsible for tokenising

the text on two levels; 1) sentence level and 2) word level.

This component is crucial for the rest of NLP components

and is the first component in each language processing

pipeline.

Part of Speech Tagger: This component is responsible for

assigning to each token its morphological label, it also in-

cludes the lemmatisation of words. Combining the lemma

and morphological label, later modules will consult a senti-

ment lexicon in order to assign polarity values to the words

appearing in the news being processed.

Named Entity Recognition: This module provides Named

Entity Recognition (NER) for the six languages covered by

6http://aws.amazon.com/ec2

380



Figure 1: Overview of the components of the OpeNER pipeline

OpeNER and tries to recognize four types of named enti-

ties: persons, locations, organisations and names of mis-

cellaneous entities that do not belong to the previous three

groups.

Named Entity Linking: Once the named entities are

recognised they can be identified or disambiguated with re-

spect to an existing catalogue. This is required because the

“surface form” of a Named Entity can actually refer to sev-

eral different things in the world. Wikipedia has become the

de facto standard as named entity catalogue. In OpeNER

the NED component is based on the DBpedia Spotlight7

which uses the DBpedia8 as the resource for disambigua-

tion entities.

Sentiment Analysis: The Opinion tagger we used is a rule

and dictionary based tagger. It detects positive and nega-

tive polarity words (such as ‘nice’ and ‘awful’), as well as

intensifiers or weakeners (such as ‘very’ and ‘hardly’) and

polarity shifters (such as ‘not’). In addition, the module in-

cludes some simple rules that detect the holders and targets

of the opinions related to the positive and negative polarity

words.

Finally, the processed news in KAF format are stored and

indexed using Solr9 to easily query and retrieve the news

articles about a selected topic. A web service was deployed

to obtain json results grouping the scores detected by topic

and language. The json results are then presented to the

user in a world map.

3. Topics on EuroLoveMap

In order to test the prototype we manually selected a small

number of topics in English, which were manually trans-

lated to Spanish, Italian and Dutch.10 Table 1 presents the

English topics and the corresponding translations in Span-

ish, Italian and Dutch used in the prototype11.

Figure 2 presents a screenshot of the EuroLoveMap demo

showing the extracted opinions on “gay marriage”.

7http://github.com/dbpedia-spotlight/

dbpedia-spotlight/wiki
8http://dbpedia.org
9https://lucene.apache.org/solr/

10To scope the prototype, we decided to focus only on four out

of the six project languages.
11The resulting demo can be found at http:

//eurolovemap.herokuapp.com/.

4. Future Work

As this is only a very first prototype built in a few hours

during the previous OpeNER hackathon, there are several

different avenues of research as well as engineering issues

that spring from it.

To make the prototype more informative and useful for

users interested in analysing trending opitions, possible ex-

tension to the prototype could be a trend line or the option

to look at different snapshots of the EuroLoveMap. This

could provide insights into how the opinions on the differ-

ent topics evolve in different countries.

For selecting the news sources, we currently use language

identification, but one preferably uses the publisher infor-

mation as there may be news sources aimed at expats in

languages different from the country’s main language. This

would not only be more precise, but also give us access to

a host of background information about these sources that

can be mined in order to obtain more fine-grained informa-

tion. Different publishers can for example be classified as

more left or right leaning. Having this information enables

us to present a more fine-grained analysis of the different

perspectives within a country. Information about the pub-

lisher or authors of the articles could be further mined to

create authority and trust profiles using PROV-O(Moreau

et al., 2012). Being able to bring up the actual text of

the mined articles would make the EuroLoveMap a useful

tool to for example communication scientists or anthropol-

ogists.

For this prototype, we manually selected the topics and

translated them. Ideally, a system picks up on trending

topics, for example by plugging into the European Media

Monitor or Twitter trends and detecting which topics would

be interesting to analyse. To translate these topics automat-

ically one could imagine using DBpedia or a similar re-

source.

As processing the articles via the NLP pipelines is a time-

consuming process, we are currently working with a static

dump of processed articles. Research in for example the

NewsReader12 architecture is underway to optimise NLP

pipelines further, but until then the most viable option for

updating the demo would be with daily batches that are pro-

cessed overnight.

12http://www.newsreader-project.eu
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English Spanish Italian Dutch

Berlusconi Berlusconi Berlusconi Berlusconi

Boston Boston Boston Boston

North Korea Corea del Norte Corea del Nord Noord-Korea

Obama Obama Obama Obama

Putin Putin Putin Poetin

CIA CIA CIA CIA

Snowden Snowden Snowden Snowden

Spain España Spagna Spanje

United States, US Estados Unidos, E.E.U.U. Stati Uniti Verenigde Staten van Amerika, VS

Netherlands Holanda Olanda Nederland, Holland

Italy Italia Italia Italië

Germany Alemania Germania Duitsland

Gay marriage, homosexual marriage matrimonio homosexual,

matrimonio gay

matrimonio gay homohuwelijk

Table 1: Topics and translations

Figure 2: Screenshot of the EuroLoveMap demo showing the extracted opinions on “gay marriage”
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